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ABS TRACT

A model for a dam is considered wherein the net input rate (input

minus output rate) follows a finite Markov chain in continuous time,

X.and the dam contents process, Ct, is the integral of the Markov

chain. The dam is then modelled with the bivariate Markov process

(XtIC t), of which three variations are considered. These are the

doubly-infinite dam with no top or bottom, the semi-infinite dam with

only one boundary, and the finite dam with both a top and a bottom.

Some of the analysis is performed under the most general situation in

which Xtis defined on m states and has an arbitrary generator, while

other analysis is performed under the restricted case when m = 2.

For the doubly-infinite dam, the first and second moment functions

and the maximum and minimum variables are studied. The expected range

function is explicitly derived in a special two-state case. Also in

the two-state case, weak convergence to the Wiener process is established

in D[Op), from which the asymptotic distribution of the range is obtained.

For the semi-infinite and finite dams, techniques of invariance used

in the physical sciences are introduced to study first passage times.

These techniques are used to derive the distribution and moments of the

wet period of the dam in special cases, and the limiting probabilities

of emptiness and overflow.
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CHAPTER I

I NTRODUCTION

1.1 Preliminaries

The field of storage theory has been of long-standing interest

in the engineering commiunity, and has in the last few decades become

one of the most energetically pursued fields in applied probability.

Although the origin of storage theory lies in the now classical study

of sizing of water reservoirs by hydrologists, the recent developments

have transcended these original applications. The interest of

probabilists and statisticians in the interesting mathematical and

statistical problems which have arisen from a study of storage problems

have in fact led to a new branch in hydrology known as stochastic

hydrology. Many of the techniques developed by the stochastic

hydrologists have in turn become of independent interest, so that at

present this theory has developed on its own merits as a mathematical

construct, rather than being strictly tied to the classical study of

reservoir sizing. Many natural linkages have also been established

between storage theory and other areas in stochastic processes, among

them queuing theory and the theory of stationary processes.

As a result of the extensiveness of the field, it is necessary

for contemporary investigators to narrow substantially the field of

inquiry to specific types of models and specific aspects of those

models. This investigation studies certain problems associated with

a continuous-time storage model which has a Markovian structure.

Before specifically addressing the problems studied in this
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investigation, however, we will give a, necessarily brief, overview

of the history and categorizations of storage theory.

1.2 History and Literature Review

The classic object of storage theory is the study of a water

reservoir, or dam, which is fed by some source of water such as a

river. The size of the dam to be constructed is, of course, dependent

on the amount of water which can be expected from the supply source.

The size of the dam should be such that the probability of occurrence

of either overflow or emptiness is minimized.

The classical analysis of this problem specified certain

deterministic functions for both the amount of water input and the

amount of water drawn off, and from this the optimal size of the

reservoir was determined. This type of analysis dates at least as

far back as 1883, when it was treated by W. Rippl.

The stochastic nature of the problem was first addressed by A.

Hazen (1914) and later by C. E. Sudler (1927). These two individuals

considered the data representing river runoffs as having an associated

uncertainty. Although their methods of analysis were crude by today's

standards, it is both to their credit and an indication of the

interesting nature of the problems in storage theory that they

developed the techniques of using "probability paper" and data

simulation, respectively, in their studies.

H. E. Hurst £26]* in 1951 studied the problem of determining

the reservoir storage required on a given stream to guarantee a given

draft by considering the cumulative sums of the departure of the

*Nlumbers in brackets refer to bibliography.
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annual totals from the mean annual total discharge. These cumulative

departures can be thought of as the contents of a hypothetical dam

with no top or bottom; or the unrestricted contents, measured from --I

point representing the mean contents.

Under this model, the level of the dam in year n , CGn ,is

the result of n net yearly inputs (input minus output) X1, X2,
n

X n *Thus we have Cn =ZX.i , so that the contents become the well-

studied partial sums process. The functional studied by Hurst for

this model is the range up to time n. R n given by

max C. mil C.

Hurst and subsequent investigators used R nfor initial sizing

estimates by concluding that the range up to time n gives an

indication of the size of a dam which would have been required to

contain that amount of water without either overflowing or becoming

empty. Hurst also considered certain other variations on the range

as defined above, such as an adjusted range obtained by subtracting

off the average up to time n . The basic idea for the sizing of the

reservoir, however, is the same.

If the interval size in this discrete-time model is sufficiently

large (yearly, for example), then it may be reasonable to suppose that

the summnands Xiare stochastically independent. This was the first

model studied, and in this case the unrestricted contents process

becomes a random walk.

The significance of the Hurst paper lies in the extremely long

records of data which he compiled, some extending up to 2000 years, as

was the case for the records on the Nile river. From these records he
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drew a conclusion on the rate of growth of the range which contra-

dicted the random walk model described above. For a random walk

model it is well known that the expected value of the range grows as

n0  However, Hurst found in his analysis of the data that all of

these quantities showed a surprisingly similar exponent of 0.69 to

0.80 with a mean of .72. This is indeed much too large to be explained

by this model and has been the object of much subsequent study.

This anomaly, now known as the Hurst phenomenon, drew the

attention of W. Feller [21] who in 1951 derived the asymptotic

distribution and moments of the range for the iid case by appealing

to approximations by Brownian motion. Feller mentioned that the

Hurst phenomenon might be explained by assuming that the sunmmands

are not independent, although as noted later by P. Moran [33], the

dependence would have to be strange indeed, for any reasonable model

will in fact have an asymptotic growth of 0.5. Moran then commnented

that the Hurst behavior may be pre-asymptotic in nature, and that the

records which Hurst studied were not long enough to reach their

asymptotic values.

Subsequently Moran in 1964 [34] obtained the mean range when the

inputs were iid but with a symmnetric stable distribution with

parameter y and found that the mean range varied asn

This, then, represents the two main theories advanced to the

present time to explain the Hurst phenomenon; non-iid pre-asymptotic

behavior, and iid heavy-tailed net inputs as represented by the stable

inputs.

The heavy tails explanation is not as appealing to many applied

hydrologists because of conceptual difficulties involved with an input



which has an infinite variance. However, it is the opinion of this

investigator that the pre-asymptotic theory is burdened by the fact

that none of the Hurst data seemed asymototic tc n In fact, a", of

the series which he examined showed remarkably consistent large

growth rates for as far back as he could find data.

Although we will not concern ourselves in great detail with the

Hurst behavior, we will demonstrate that the continuous-time model

which we investigate does in fact exhibit the Hurst behavior pre-

asymptotically for moderate values of time.

The more modern studies in storage theory began with Moran in a

series of papers from 1954 - 1957 in which he studied dams with a

variety of inputs and operational policies. In his analysis, Moran

considered the finite dam with both a top and bottom and performed

the analysis in both discrete time and continuous time.

In the continuous time approach, Moran assumed that the input

process was an additive homogeneous process; that is, a process with

stationary independent increments. This means that the input incre-

ments, say C(t2) - C(t1) in non-overlapping intervals (t1,t2) are

independent and have a distribution which depends only on t2 - t

This is a straight analog of the situation in discrete time when the

successive inputs are considered to be independent. Although Morar * s

continuous time analysis is a more convenient model for a real dam in

that one is no longer limited to studying the inputs only at certain

time epochs, it nevertheless has the fault that as the time intervals

become shorter, the assumption of independence in successive intervals

becomes less realistic. Among other contributors to the model is
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J. Gani [23], who considered the input process to be Poisson with a

unit release rate.

E. Lloyd [30] in 1963 was the first to consider a dam, in

discrete time, where the successive inputs were dependent. He

supposed that the input Xn in successive time intervals (n, n+l)

followed a Markov chain and the release rate in each interval was a

constant, say r . The dam contents at time n are then given by

Cn min(a, max(O, Cn + Xn-r))

where a is the capacity of the dam and 0< Xo < a.

This model, which has since become known as the Lloyd dam,

received considerable attention in the discrete time case in both this

version and the semi-infinite topless version where a . Notable

contributions to this study include Ali Khan and Gani [1], who studied

the time to first emptiness for the semi-infinite dam, and Ali Khan

[2), who considered the finite case. In all of these studies the

Markov chain has a finite state space. Brockwell and Gani [11] con-

sidered the time to first emptiness for the case in which the Markov

chain has the non-negative integers as state space.

As far as range analysis for the unrestricted contents with

dependence is concerned, F. Gomide [24] treated the case of Markovian

inputs in discrete time, and B. Troutman [41] studied limiting dis-

tributions for the discrete time process with Markovian and certain

stationary inputs using a weak convergence approach.

If the continuous time model of a storage system is a better

approximation than the corresponding discrete time model, and the

Lloyd model is a better approximation than the independent input model,

then a continuous time version of the Lloyd dam offers a much closer
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correspondence between theory and a realistic storage system.

Relatively few studies have been done on this model, which is the

subject of this investigation. Most notable of the published result;

have been those by McNeil [32] and Brockwell [12]. McNeil studied a

dam in continuoiis time in which the input process follows a two-state

Markov chain with one of the states being zero. When the input

process is in the zero state, the dam is being drained, and he

supposes that there is a general measurable function of the dam level,

say g(x), which represents the demand rate. Although he sets up the

problem in this generality, he is able to obtain explicit results

only for the cases when g(x) is constant and g(x) is exponential.

McNeil is able to derive the limiting distribution of the contents and

first passage times.

Brockwell considers the case in which the net input rate follows

a general Markov chain with a finite state space, and by setting up

Kolmogorov-type equations is able to derive the limiting distribution

of the contents and first times to emptiness and overflow.

1.3 Objectives and General Approach

The model considered in this investigation is the one formulated

by Brockwell where the net input, say Xt , is a Markov chain in

continuous time defined on a finite state space , . In

analogy with discrete-time models, the dam content at time t ,C t

is given by the integral of the net input process up to time t

Hence (for a doubly infinite dam)

t
Ct f Xudu, t > 0

0

........................ |--.. . - -- - - -
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This formulation is the continous-time analog of the unrestricted

contents process described earlier. To contrast it with the next model

which we consider, we will refer to the bivariate process (Xt,Ct) as

the doubly-infinite dam. When we refer to the marginal process C

the term "unrestricted contents" will also be used.

If we now refine this model by assuming that the contents must be

non-negative then T t
Ct=f X~du,t>0whrt 0

X* = 0 if CT 0 and X < 0
u IX otherwise

u
T

and we will refer to the bivariate process (Xt,Ct) in this context as

the semi-infinite dam. The terminology topless dam has also been used

for models of this type. A symmetric variation of this is to restrict

the top but not the bottom, so that, if a is the highest level which

the contents can attain, then B = ftt Xdu, t 0 whereoB

X* = 10 if Cu = a and Xu > 0
u l Xu otherwise.

We will refer to this variation of the semi-infinite dam as the

bottomless dam.

The third model which we consider is one for which the contents

must be non-negative and can not exceed a certain level, say a. In

this case the contents are given by

CF t X*du , t > 0 , whereo u F-
0 F0

Xu if C.FO,a) and X .0
X* X I~ u  if C C(O,a] and X < 0
u • u

0 otherwise.
Fm

In this case we will refer to the bivariate process (Xt,C ) as the

finite dam.
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Now, in simple terms a Markov process is one in which the

distribution of the future, given the present, is independent of the

past. The Ct  process does not meet the requirement and is not, in

fact, Markov. This is due to the fact that the present only conveys

information on the level of the dam contents, and not on the rate at

which the contents are changing. Obviously, adding this information

will affect the future distribution of the contents. The bivariate

process (Xt, Ct) , however, does contain the information on the rate

of change of the contents and is a bivariate Markov process. The

state space of such a process is discontinuous iinature, since it

evolves on a set of disjoint lines as shown in Figure 1.1 for the

finite dam. The solid dots at the right boundaries for the positive

rates and the left boundaries for the negative rates represent the

fact that when the process hits these points it remains there for a

random time. A solid dot on the right boundary, for example,

represents an overflow condition while a solid dot on the left

boundary represents an emptiness condition. Markov processes with

discontinuous state spaces of this type were studied by Moyal [35].

In Chapter II we present a brief review of background material

which is prerequisite to the development of later chapters. Although

none of the material is new, the results which we quote here are

scattered through various sources and so we include it here in a

unified manner as an aid to the reader.

In Chapter III we study the first and second moment functions of

the marginal processes for the doubly' infinite dam. These functions

are useful for fitting the model and as an aid in the initial estimates

of parameters. In this chapter we prove a generalization of a result
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a. Sample paths of Xt process.
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b. Sample path of Ct  process for the finite dam.

+ states
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m  a

c. State space of (Xt,Ct) process for the finite dam.

Figure 1.1 Sample paths and state space of (Xt,Ct).



reported by McNeil [32] that the autocorrelation function for the

marginal contents process does not depend on the states of the

Markov chain in the two-state case.

In Chapter IV we begin with the analysis of the range for the

doubly infinite dam. The relevance of this to dam sizing studies

has been discussed earlier. Although the range variable has been

studied extensively in discrete time, this is the first analysis in

continuous time. We first study the joint distribution of the

maximum and minimum variables by finding its Laplace transform. We

do this for the most general situations in which the Markov chain is

defined on m states with an arbitrary generator. We call this

the General Case. An inversion of this transform would provide the

joint distribution from which the distribution of the range could, in

principle, be obtained. The inverse, however, is not obtainable in a

simple analytic form and although a numerical procedure could be

used, we choose to restrict ourselves to an analytic rather than

numerical analysis of this problem. By restricting ourselves to

special cases, we are able to obtain exact expressions for the expected

range for all t , and an asymptotic distribution for the range. The

special cases which we consider are those in which the Markov chain

is defined en two states, which we call the Two-State Case and the

subcase for which the two states ul and 42 , and the two holding

time parameters, x and p , have the relation -v 2 and x = p

We call this the Symmetric Case.

We are able to derive an explicit solution for the expected range

function, ERt , in the symmetric case. We do this by first obtaining

the marginal distributions of the maximum and minimum for the two-state

I
nn__________ _________________________
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case. The expected range can be expressed, using the linearity of

expectation, as the difference in expected value of the maximum and

minimum. We obtain the expected range function in its Laplace

transformed version. Fortunately, the Laplace transform can be expanded

in a neighborhood of infinity and the resulting series can be inverted

term-by-term as a confluent hypergeometric series. The properties

of the confluent hypergeometric series have been thoroughly studied

(see, e.g.,Buchholz [15]). Tabled values are available in Jahnke,

Emde, and Ldsch [27].

For illustrative purposes, we chose a particular subcase and

performed a precise numerical calculation of ERt which we include as

a graph for 0 < t < 10 in Figure 4.1. For numerical calculation

purposes, Kummer's first formula (Buchholz) was quite useful, for it

allowed calculation in positive terms rather than in terms of a slowly

converging alternating series.

Examination of the graph of ERt shows remarkably close behavior

to that reported by Hurst for moderate values of t . Therefore we

include in this chapter a short note on the Hurst phenomenon. Another

aspect which is evident from the graph is the extremely rapid con-

vergence of ERt to its asymptotic value of /iT t1/ 2. This indicates

that for moderate values of t , as small as 5, very good approxima-

tions can be obtained from asymptotic results. In conclusion, we

discuss the order of convergence by performing an asymptotic expansion

of the Laplace transform of ERt in a neighborhood of zero, as

discussed in Doetsch [19].

In Chapter V we discuss what we call, in general, invariance

methods as applied to the analysis of the semi-infinite and the finite

_ _ _ _ _ _ _ _
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dams. The invariance techniques to which we refer are those developed

by V. A. Ambarzumian [3] and Chandrasekhar [16] in the 1940's for the

study of radiative transfer in stellar atmospheres, and subsequently

refined by Bellman et aL. [4-7] in the late 1950's, and early 1960's

in the field of Neutron Transport Theory. Invariance techniques are

very closely related to the idea of regeneration in probability theory.

In this chapter we present a detailed discussion of the principle of

invariance as applicable to our model.

The principle of invariance presented the astrbphysicists with

a powerful tool for the solution of certain physical problems which

had been at best laboriously solved using more classical techniques.

The same held true in the applications to Neutron Transport Theory.

In studying the problems of first passage times in the storage

model considered herein, a strong relation between all of these

problems becomes evident. This is particularly true in the study of

the wet period, or the sojourn time of the process from the time that

it leaves the zero state until the time that it returns to the zero

state. The classical formulation for the distribution of this variable

involves setting up Kolmogorov equations, which lead to a two-point

boundary value problem in the finite dam. The invariance techniques,

however, enable us to solve directly for the transform of this

distribution, leading to a system of algebraic equations in the case of

the semi-infinite dam, and to an initial value problem in the case of

the finite dam. In the symmetric case, we are able to invert the trans-

form and thus obtain the distribution of the wet period. More

generally, we are able to solve for the expected value of the wet

period in the two-state case, which in turn leads us to finding
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necessary and sufficient conditions for recurrence for the semi-

infinite dam.

We finish this chapter by using a renewal argument to calculate

the limiting probability of emptiness for the topless and finite dams,

and the limiting probability of overflow for the bottomless dam.

In Chapter VI we establish a Functional Central Limit Theorem

for the doubly infinite dam on two states. We prove that the process

C(nt)/r' converges weakly in the zero drift case to the Wiener process

as n goes to infinity, that is, C(n,)/AI->W(B-) on D[O,) where

a is a function of the four parameters. We therefore have the approxi-

mation P[C(n.)/v eB] z P[W(s-)eB] , for BFB , theBorel field induced

by the open sets relative to the D[O,-) metric. This is a sub-

stantial improvement on the results of Fukushima and Hitsuda [22] and

Pinsky [38], who were only able to show convergence of the marginal

distributions.

We establish weak convergence by the method of establishing an

embedded partial sum process. The difficulty here is that a direct

appeal to Donsker's Theorem is not possible because the sum contains a

renewal counting function as an upper index. Fortunately, we are able

to overcome this difficulty by a technique similar to that used by

Resnick and Durrett [20] who consider weak convergence of sums with

random indices.

As an application of the weak convergence which we establish, we

use the continuous mapping theorem to establish the asymptotic

distribution of the range, since the corresponding result for the

Wiener process was established by Feller [21].

7
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Chapter VII presents a summary of the results and recommendations

for the further study of these problems.

NNW m m



CHAPTER II

BACKGROUND MATERIAL

2.1 Markov Processes

In this chapter we present avery brief summary of definitions

and results which will be needed in subsequent chapters. Proofs are

not provided for most theorems, since they can be found in any text

containing Markov processes, such as Cinlar [18] or Chung [17].

Def. 2.1: The real-valued stochastic process (Xt, t > O} is a

continuous-time Markov Process iff Vn and Vft < t2 <... < tn

< tn+l,

P[xt n+1 BtXt X Xn] = P[Xt cBIXtla.s. for

B B(R), the linear Borel sets.

This is often stated as the future, conditioned on the present, being

independent of the past. We remark that in the above definition Xt

may be a vector, which is in fact the case that we will consider later.

Def. 2.2: A function p from R+ xR xB(R) into [0,I] is called a

transition probability function (tdf) iff

(1) p (t,x,-) is a probability measure on B(R) Yit,x

(2) For each BeB(R), p(.,.,B) is product measurable with

respect to B(R+) x B(R)

(3) P satisfies the Chapman-Kolmogorov relation:

VcB(R), s,t R+,

p(t+s,x,B) . f p(s,x,dy)P(t,y,B)
yeR

16
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A tpf gives the probability of transitioning from some starting

position to some Borel set in some fixed time.

Def. 2.3: We define the Markov Process to have stationary transitior

probabilities P(.,.,.) iff,

Xt+ ItB P(s, Xts B) a.s.

To construct a Markov Process with stationary transition pro-

babilities all that is needed is the tpf and an initial distribution

measure 7(.) on B-R) as follows from the following theorem.

Theorem 2.1: Given a transition function p , define the following

finite-dimensional distribution functions for 0 = to < ...< tn:

F r (Box .. .xBn )t 0 n

f (dx )p(t1 -to x ,dxl)p(t2-tl,xl,dx2)Bo0x ... xBn

... P(tn-tn1, n-, dx n)

where i is some initial probability measure on S(R). Then

{Ft ,...,n is a consistent family and hence by the Kolmogorov

Consistency Theorem we are guaranteed a process [Xt } on

= R[0'"). (Xt } has stationary transition probabilities and is

a Markov process.

For convenience, we will label P, the measure constructed

on (RIO '-), B(R[0" ' )) from n and p(t,x,B) . When (B) = x(6)

then we write P = P
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2.2 Strong Markov Processes

Suppose the Markov process is defined on a background probability

space (,Q,B,P). Suppose that on this probability space we have an

increasing continuum of Borel fields Bt. t > 0 , so that Bt B

if s > t.

Def. 2.4: A random variable T:i-I[O,] is a stopping time with

respect to {Bt} iff (T < t) E B t The pre-T

sigma field is defined by: BT= AsBIA(T < t)EBtV-t}.

Intuitively, BT encompasses all of the information obtained by

observing the process up until time T . It can be easily

checked that BT is indeed a Borel field. The previous

definitions have been independent of the Markov process. We

now suppose that {8 t } is the set of Borel fields generated by

the Markov process, i.e.,

Bt = B(Xs, s < t), where B(Xs, s < t) is

the smallest Borel field generated by the random variables

{Xs, s < ti. With this in mind, we will define a strong

Markov process:

Def. 2.5: A Markov process {Xt } is said to be strong MarKov if V-

stopping times T and VxeR, V-AEB (R[O'"]), P_[X(.+T)EAIBT]

Px(r)[X()cA] as P

+ '..
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Thus we see that a strong Markov process is one for which the

Markov property holds for stopping times.

2.3 Finite State Markov Chains

Jhen the state space is a subset J of the integers, we call the

process a Markov Chain and we can package the tpf into a convenient

matrix form, known as the transition matrix, defined as follows:

Def. 2.6: A function P(t) (t) is called a transition

matrix if

(i) P ij (t) > 0 , ij Mt) I V-t > 0

(ii) P ij(t) is measurable

(iii) The Chapman-Kolmogorov relation holds:

P(t+s) = P(t) P(s)

If in (i) we have Z Pij(t) < I we call P substochastic. If,
3

moreover,

(iv) P(t) - I as t\ 0 we call P standard.

The subsequent discussion will only involve finite state,

standard, stochastic transition matrices.

We have seen that given an initial distribution and a transition

matrix, the Markov chain is probabilistically determined in the sense

that all of the finite dimensional distributions are determined. Since

this is a determining class (Billingsley [9]), then two different

Markov chains with the same initial distributions and transition

matrices are probabilistically indistinguishable.

From the statement of our storage problem, however, it will be more

natural to specify the infinitesimal transition probabilities, that is,

P ij(6t) for 6t 0 . Specification of these infinitesimal

13 l I

{ .
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probabilities lead, in the finite state space case, to a direct

solution for the transition matrix which, along with the initial

distribution, will specify the Markov chain.

Def. 2.7: The waiting time random variable Wt  is defined by

Wt =inf {s > 01 X t+s  Xt} , and Wt - if the set is empty.

W is the time spent in state X before jumping to a

different state.

Def. 2.8: The jutp imes {Ti}OiT0  are defined by

To 0

Ti = W

n+l = Tn+WT
n

Def. 2.9: The sequence of states visited, {Xn n:0 are defined as

n nXn =X(T n)

{Xn is also known as the embedded jump chain.

We now state some well-known results.

Theorem 2.2: The Markov property implies that V-icJ 3x ie[O,.

P[Wt > ufX t . i] = e , u > 0

Hence the holding times are exponential with a parameter dependent

on the state. The following holds for joint distributions:

Theorem 2.3: Vn, j eJ, u > 0
-Xnu

P [Xn+i = j, Tn+I - Tn > u Xo,...,XnTo,...,TnJ = Xn~je

where is a stochastic matrix 3 ni 0 , r 0 , 7r 1 1 . By

taking conditional expectations of both sides of the equation with

respect to X0, ... , Xn we can show the following:

• .-- - - - - - - - m-l-----
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Theorem 2.4: P[T. - T.> uj, j=l,..., nIX 0,..., Xn ]  Ii e j_

j=l

Hence the times between jumps {Tj-Tj-I}j<n are conditionally

independent and exponentially distributed.

As a corollary of this theorem, note that if the sequence of states

visited is deterministic, then the times between jumps are uncondition-

ally independent.

By conditioning on the time of the first jump, we obtain the

Kolmogorov Backward Equation:

Theorem 2.5: V-i,j,t > 0

-Xit t -Xi s

P. (t) = 6 e + fxie 1 ikPkj(t-s)ds
13o kcJ

k#j

By conditioning on the time of the last jump before t , we obtain

the Kolmogorov Forward Equation:

Theorem 2.6: i,j, t > 0

-A.t t -j t

Pij(t) = 6ije + f I Pik(s)xkdslkje J

1.J 13Q kEV'
k$j

Although the forward equation can lead to difficulties with

explosive processes, that is, processes for which P[XtCJ] < 1 for

some t , finite state Markov chains are non-explosive and if the jump

matrix is irreducible both the forward and backward equation possess

the same unique solution.
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Theorem 2.7: V-i,j,P ij(t) has a cuntinuous derivative and

P'(O) = Q

P_(t) = QP(t)
-i i=j

where Qij =  Xij, i~j

from which,

P(t) = et i O i !

Def. 2.10: The matrix Q is called the generator of the Markov chain.

The parameters X.-I give the mean holding times in the ith state and

nij gives the probability of a jump from state i to state j in the

jump chain.

We note that any matrix Q such that Q 1 = 0 , qij 2.0, itj, and

qi < 0 is a generator for a Markov chain.

In the subsequent analysis, we will proceed by starting with a

generator for the Markov chain net input process Xt * This generator

will be specified by the infinitesimal transition probabilities. We

will then establish results for the contents process which is derived

from the net input process. We will maintain as much generality as

possible throughout. The most general setting possible is that on an

arbitrary number of states with a generator as described above. We

will refer to this as the General Case. In many instances this is

much too general to obtain explicit results, and so we restrict our-

selves to a Markov chain on two states, which we call the Two-State Case.
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In this case we take as a generator

As we discussed earlier, the generator by itself does not specify

the Markov chain; we also need the initial distribution i . In many

cases we will assume that i is the stationary distribution, which we

discuss next.

2.3.1 Stationary Distribution

From the Markov property it follows that if

i (t) = P(Xt=i] and

n

then i'(t) = " (O)P(t)

Now, suppose that there is a time-independent solution, say it

to

x- x ' P(t)

then if 7(0) = r, it is clear that 7(t) = it f t > 0

In this case the Markov chain is in probabilistic equilibrium which

we call (strict) stationarity, and it is known as the stationary

distribution.

The condition for existence of a solution of the system above can

be related to the generator by the following:

Theorem 2.8: x'P(t) = x'Vt iff x'Q = 0 . If X is irredu-

n

cible, the solution is unique.

Hence the stationary distribution is the normalized left eigen-

vector corresponding to the zero eigenvalue; whose right eigenvector

is 1

. ... ......
...7!7 w~mi - - , ..._.. ._
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Now, suppose that lim Pi (t) = ,independent of i Then,

in matrix notation,

Jim P(t) = lr

and lim r,(t) 7,(o) Jim P(t) = -(0) l'r

We call n the limiting distribution of the chain, and it is ree

of the initial distribution. We will show in the next section that for

our case the limiting distribution is identical with the stationary

distribution.

Of interest is the rate of convergence to the limiting distribution

for the net input process. We discuss this next.

2.3.2 Rate of Convergence to the Limiting Distribution

The computation of limiting distributions and results on the

rate of convergence are most easily handled by algebraic methods. An

excellent reference for algebraic methods in Markov chains is Karlin

[28]. The basic tool used is the spectral decomposition theorem for

matrices.

Theorem 2.9: If Q is an nxn matrix with distinct eigenvalues

Bi , i=l,...,n and right eigenvectors ti , i=l,...,n then Q

admits the spectral decomposition

Q = TAT "

where T - (t , i....tn) and A - diag (ei).

Now, the time-dependent transition matrix was given by

P(t)= eQt Y H
I=0 i!

Substituting Q - TAT- into the above, we obtain,assuming distinct 8i's,

e Qt - I 4 T AiT- ti I + T(e AtI)Tl
i-I

At -
- Te T
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where eAt diag (eit)

Hence

P(t) = Te AtT1

Now, writing T-1 = r

"rn

we can write the above as

n eit
P(t) I t i ri- e

i=l

and, since the stationary distribution, r , is the left eigenvector of Q

corresponding to the zero eigenvalue and right eigenvector 1, we have

n eit
P(t) = I + I t i r' e

-- i=2

We now prove the following lemma concerning the nonzero eigenvalues of

a generator.

Lemma 2.1: The non-zero eigenvalues of a generator have negative real

part.

Proof: If e is an eigenvalue then e satisfies Qx = ex

for some x # 0 . This says that if Q= ' qij,
i#j

n
Z q. x ex.i~ l.. nj~l q i j x j  . .. x il n

or -Qixi +Z qix ex

so that q qx. = (e+Qi)x
j#Ii i i

Now, let xk - Vx I

In

..., P4~9 - -
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Then, for i~k we get

X.
(e+Qk) with 1

(6Q) j k Xk) k

So then 16 +QkI < Iq La qk

j~k kil x ~ j~ jI

Hence Ie QkI < Qk ' or (-Qk)l - Q k

This says geometrically that e lies within a circle

centered at with radius on the complex

plane, so that Re(e) < 0

With the help of the lemma we see that

M e i t t .
P(t) = in- + tir! ei I

with the rate of convergence being exponential and governed by the

largest non-zero eigenvalue.

Now, if w'(o) =r , then

nnt = wP(t) = ret r' Z i
= - t. i

-

= 7r, 1 +1_ 7'QQ T!' = !,I + 0 =x

since ff' Q a 0

So we see that the limiting distribution i satisfies x'P(t) =x

and, by uniqueness of solutions in the irreducible case, coincides

with the stationary distribution.

* .

t I
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2.4 Weak Convergence

We present here a brief discussion of the theory of weak convergence

which will be used subsequently. For a thorough treatment of the sub.act, -

the book by Billingsley [9] is recommended.

We begin with a complete separable metric space (S,p). and we

suppose that S is the Borel a-field generated by the open sets under

P. The concept of weak convergence involves convergence of sequences

of measures defined on the metric space as follows:

Def. 2.11: Suppose [P } are probability measures defined on (S,p).n n=O

We say that {P I converges weakly to P , written P -> P iffn 0 n 0

f fd P n ffd P

for all bounded continuous real valued functions on S

Weak convergence of stochastic processes is defined by considering

the weak convergence of the induced measures. To do this, it is of

benefit to consider random elements.

Def. 2.12: X is a random element of (S,S) if 3 a probability space

(D,B,P) such that X is a measurable map from (Q,B,P) into

(S,S).

With this definition in mind, we can define weak convergence of

random elements by

Def. 2.13: If (XnI is a sequence of random elements on (S,s), then

Xn converges weakly to X iff P -XI  Pl w e n

represents the probability measure on (S,S) induced by X n

This type of framework serves for any dimensionality. For example,

if (S,p) 2 (R, Ix-yI), then a random element is a random variable in



I

k 2
one dimension. If (S,D) (R, (xi-y i)

2] ), then a random element

is a random vector. For our analysis of weak convergence of the contents

process, we will work in the space S = D[O,-) , the space of right-

continuous functions on [0,-) with finite left limits. Before

discussing the D[C,e) metric, we will discuss the simpler space

D[0,l] . Under the uniform convergence metric,

p*(x,y) = sup Ix(t)-y(t)I
O<t-l

the space D[O,I] is not separable. A metric under which [[0,1] is

separable is the Skorohod metric,

D(x,y) = inf p*(x,e)Vp*(x,y.x)

XEA

where A = (x:[O,l] - [0,1] (0) = 0 , x(l) = 1, x is continuous,

one to one, onto, and strictly increasing } and e is the identity

map. Hence A comprises the set of time transformation of [0,1].

The idea behind the Skorohod metric is to make functions which are

'close' after a sufficiently small time transformation also close in

the metric. Unfortunately, D[0,l] is not complete under the Skorohod

metric. However, Billingsley has modified the Skorohod metric into an

equivalent metric under which D[0,l] is complete. For details see

Billingsley, pg. 112-113. Clearly, the same development holds on

D[O,k] for any k

For processes on D[O,) , we desire to define a metric so that

random elements X n will converge weakly, X n ->Xo  in D(O,) iff

Xn ->X in D[O,k] for any k

To accomplish this, let Ak be the set of homeomorphisms from

[O,k] onto [O,k] with the properties described earlier for A
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For x,yED[O,k], define the Skorohod metric

II

dk(xy) = inf p* (x,e) Vp* (x,y.x)

XAAk k k

where p*k is the uniform metric on [O,k].

Let dk be the Billingsley modification to dk which makes

(D[O,k],dk) a complete separable metric space. Now let D k Dk

so that if xeDO then x = (xi, x2, ...) where xkEDk . For x,yEDO

define

~ x,) I + d k(xk9yk)

Then (D*'d ) is a complete separable metric space. Now define the

projection maps

rk:D[O,)- Dk

by rk(x(t))= x(t), 0 < t < k , and let i:D[O,-)-D' be defined by

(x) = {rk(x), k _ 11

Then *(D) is a closed subspace of D* and ((D), d-) is a

complete separable metric space. To finish, define d on D[O,.) by

d(x,y) =

This is the metric that makes D[O,) a complete separable

metric space and under which convergence is equivalent to convergence

on D[O,k] for all k . For a detailed treatment of convergence in

this space, the reader is referred to Lindvall [29].
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We now define determining and convergence-determining classes:

Def. 2.14: LJcS is a determining class if two probability measures P

and Q on Ssuch that P Qon Uimplies thatP Q . j

is a convergence determining class if for any sequence of probability

measures on S,.{P ni

P n[A] -~ PQ0[A] for all Ae-Ui;P o~aA] =0

implies that P n->P0

A convergence determining class is always a determining class. In

many cases the reverse is also true. For instance, in the cases of R,

and R kdiscussed above, and even in sequence space R O, the finite

dimensional rectangles are both determining and convergence determining.

Therefore to establish weak convergence it is sufficient to establish

convergence of the finite dimensional distributions which can be done,

for example, using characteristic functions. The essential difficulty

in 0[0,.) is that the finite dimensional rectangles are not convergence

determining. Therefore, convergence of the finite dimensional dis-

tributions is necessary but not sufficient for weak convergence.

Convergence of the finite dimensional distributions along with

the notion of tightness is necessary and sufficient for weak convergence

in D[O,-) and most of the classical proofs use this argument. How-

ever, tightness is usually quite difficult to establish in specific

cases. In our proof of weak convergence for the C~ process in

Chapter VI we are able to avoid tightness arguments by considering

an embedded renewal process and an appeal to a technique similar to

that used by Durrett and Resnick L20] in discussing weak convergence with
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random indices. The major usefulness of weak convergence lies in the

continuous mapping theorem, which we now describe.

Theorem 2.10: Suppose that Xn, n > 0 are random elements of (S,S)

defined on (Q,B,P). Suppose that h:(S,S,p) - (S,,S,p-), i.e.,

h is a measurable map from S into another metric space S-.

Let Disc h = {xESIh is discontinuous at x} . If P[X O Disc h] =

0 and Xn-> X0  than h(Xn )-> h(X ).

By considering useful maps or.o other metric spaces, then, weak

convergence of derived processes can be easily obtained from the basic

weak convergence. For example, consider the mapping from D[O,0) into

02[O,-) defined by

h t(x) =( Vx(u), Ax(u)
O<u<t O<u<t

This is a continuous mapping from D[O,-) into D2[0,_), so that if we can

establish that xn(.) -,(-) in D[0,-), then it follows that

Vx n(u), A (u) = Vx 0(u), Ax O(u)

O<u<t o0u<t) \o<u<t o<u<t

Now consider the continuous mapping from D2[0,_-) into D[O,-) defined by

h(x,y) = x-y, and we can establish that

Vxn(u) - Ax n(u) - Vx (u) - Ax o(U)

o<u<t O<u<t O<u<t O<u<t

so that the range function of the random elements xn (.) will converge

weakly to the range function of the limiting random element x o(.)

w u I I0



CHAPTER III

ANALYSES OF MOMENTS AND AUTOCORRELATION FUNCTION

FOR THE DOUBLY INFINITE DAM

The doubly infinite dam is of interest for preliminary sizing

studies, as has been discussed earlier. Before any useful information

can be obtained from an analysis of, say, the range, a particular

model must be entertained. Not only must one model be selected out

of various competing mndels, but also once a model is selected there

may be several parameters which must be estimated in some fashion. For

example, the Markovian models considered in this investigation contain,

in the general formulation, the following parameters:

m states 1J..*

(m-l)m jump probabilities Tij

-I -1

m mean holding times X 1 ...'m

This is a total of m(m+l) parameters which, if m is only

slightly large makes the model difficult to work with. The two-state

case contains two rates and two mean holding times for a total of four

parameters, and the symmetric case reduces to two parameters. Although

these special cases undoubtedly oversimplify the situation, neverthe-

less they contain a manageable number of parameters from which exact

expressions of quantities of interest may be explicitly obtained.

In order to both check the fit of the model and perform an initial

estimate of the parameters it is desirable to know the theoretical

moments, or in this case, moment functions for the model. In particular

the autocorrelation function is of benefit in the fitting of stochastic

32
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models, since it can be matched with the sample autocorrelation function

of the data, which can be easily measured.

In this chapter we will investigate the following functions whizr

we now define, for the general case (as far as possible), and the two-

state case.

For a stochastic process Zt, t > 0 with finite second moments,

we define as usual the

mean function mt = fuP[Ztedu]

second raw moment function m(2) fu2P[Zt du]

variance function u2 = mt  - m2
t

cross-product function mst : ffuvP[Ztedu,Zscdv]

covariance function Kt s -mst -msmt

autocorrelation function pt,s = Kts/ats

If the process Zt  is strictly stationary with finite variance,

then clearly mt and a2 will be constant and pt,s will be a function
tt

of t-s only. If, on the other hand, these three conditions are met

then Zt  is called second-order stationary.

We will now investigate as much as possible the above functions

for the marginal process on the doubly infinite dam: Xt, the Markov
t

chain, and Ct = X udu , the unrestricted contents process.
0

3.1 General Case

3.1.1 Markov Chain

Suppose that the Markov chain Xt  has, as generator,

-iA. ., i~j
ij

and suppose that it is defined on states . Let

t , ____________i___________i________________
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i(t) : P[Xt=i] as before. In the subsequent formulae, we will drop

the upper and lower indices on the summands, which will always be m

and 1 respectively. We assume throughout that the eigenvalues of

Q are distinct.

mt  : Ti . (t) (3.1)

mrt,t+ s : 1 ri1jP[X t  i, Xtj s  A
ij

S ijPij(s) i(t) by the Markov property (3.2)
i j

and

2 [t) ZiT(t)1

: L i(pi-Pj)T'i(t),Tj(t) (3.3)

For the covariance function we obtain, using (3.1) and (3.2)

Kt , t+ s : .iij(s)Ti( t) - (t) jtrj(t+s) (3.4)
i3 i j

giving for the autocorrelation function

11i1jPij(S)'ri(t) - Pi'i (t) 1T. uj j t+s)

i j i 33

(3.5)

Now, when the Markov chain has its stationary distribution iT , we

see that Pt,t+s is a function of s alone, given by

pipji jl (S)Tr i  - -i

Ps j (3.6)
1'PS =  "

1 j
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Using the expression for P ij(s) from section 2.3.2 this reduces

to m akS
E] E , tkirkj e  ir IW

P j k=2 (3.7)

E £ i (Pi -Wj)ITi Ij

or m ekS

Ps = Cke (3.8)
k=2

where

Stki r kji i Ij
Ck Z ]

I 1 i (3i )Ti Tjifj

Since Re(ek) < 0 , this shows that ps -0 as s-. This also

shows that the rate of convergence is governed by the eigenvalue with

largest real part.

3.1.2 Contents Process
t

We now consider the contents process Ct  f XudU . For
0

this analysis we also assume that Xt  is stationary. Ct  is the net

input (input-release) in (O,t) for a doubly-infinite dam whose net

rate of change of level at time u is Xu This is the continuous

time analog of the cumulative sums of a Markov chain {Xn , n=0,l,2,...}

as considered by Odoom and Lloyd (36], Ali Khan and Gani [1] and others.

Since the typical procedure is to observe the input at a discrete set

of times {O,h,2h,.... it is useful to know, for modelling purposes,

the mean and covariance function of the increment process

.1
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/t+ h (t+h

a h(t) =f x(u) du C 2 2 ~ (3.9)
t- h

These are the same increments treated by McNeil for a special

two-state case where one of the states is zero. We will examine Lh(t)

more generally. The relevance of A (t) is that by looking atn

for the Ah(t) variable, we will be examining the correlation

between adjacent increments. This correlation will then provide an

indication of the degree of approximation to our process by one with

independent increments for which, of course, P t,t+h = 0 . For the

rest of this section, the moment functions which we develop will be for

the increments of the process, which we will denote by an argument of

h in the function.

For the mean function we have

+h

E~h(t) = Ef 2 x(u) du = ii h

h

For the second raw moment function, we have

m(2)(h) E Ah(t) 2 = E x(u) du =

2

J2 f Ex(u)x(&)]du d&

t- 2

f E[x(u)x(&)] du d& (3.10)
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where we are now integrating over the half-rectangle in which

U > .

Using (3.2) and the results of section 2.3.2, we can write (3.10)

as

m 2 )(h) 2 ti, y , PipJ 
j 

+ k;2 tiki ITKj idu d

" - (3.11)

After performing the indicated integrations, (3.11) becomes

!h

m t) (k) 2 [ 2 e'~ej k h I L~j

i j k=2 ek

+r

i / lJipijTirj h2  (3.12)
ii

For the variance function we obtain

2(h)= m(2) [t+- Ex(u) du

- - (z V1  (3.13)

and, substituting from (3.12), we obtain

S[e -e kh - ] uijl i

t k=2 2 k
k 2(3.14)

1t
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For the covariance function we have

Kr(h) Coy (u) du x(u)duj
+

+ 3h h

and, substituting for Cov[.,.] from the numerator of (3.7), we have

K t't+h(h: f h f h Etkirke d i Piduit -t t +k=

(3.15)
The integration in (3.15) is straight-forward and we obtain finally,

Expanding the product makes the dependence on t disappear, and

we have

m [. (t+ h
K t,t+h() E~ t !r + e28k L - ekh]u~ji (.6i j k=2 e

Since the variance of the increments is free of t , we can use

equations (3.14) and (3.16) to write the correlation function as
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i j k=2 6
Pt't+h(h) =m e k h (3.1")

2EE k'' U e - ekh - 1 i~x

i k=2 k J

McNeil notes that for his two-state model with , = a and v2 0,

"t,t+h is free of a This becomes obvious from (3.17), since

in this case there is only one summand and the pilj term becomes a2

which cancels from the numerator and denominator.

We close this section by checking (3.17) for the McNeil model. For

the McNeil model we have m=2, p1=a and P2=o , whereas for a two-

state model we have, as will be derived in the following section,

p/x+p and e2 = -(x+p). Hence

2
tth(h) = le ____

Pt,t+h () 2[(x+p)h-l+e( +P )h]_

the same as found by McNeil.

3.2 Two-State Case

In the two-state case, we can obtain some simple expressions for

the moment functions.

3.2.1 Markov Chain

In this case the generator matrix is

which admits the spectral decomposition

• • •
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Q - TAT - '

with /0

A (0 _
\0 -(A+P)/

and

IT= (\ P

From which we get

The stationary distribution satisfies ii Q 0' from which it follows

that

From the spectral decomposition of Q , the transition matrix and

the moment function are easily obtainable. Since this is the result of

routine algebra, we merely state the results. The moment functions are

calculated under the stationary distribution.

P(t) (X+P)l P) + e ( Q -X

mt= (X+P) (pU1+X'U2 )

A _ _ _ __ _ _ _
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2) (+p) - 1 (2+X 2)

mtt= ()2 (pl}2) +

2a
tts

Ks  pX(X+Q)(I(ul-pz) 
e

-(X+p )s
Os e

We note that all limiting values have an exponential rate of conver-

gence with (X+p) as a multiplier of t . Thus X and p both

contribute equally to the order of convergence. In addition, note

that Ps is free of p, and 42

3.2.2 Contents Process

For the contents process, when Xt  is stationary, we

obtain

mt : ='i
t  (p+X)

" (pP1 +XU 2 )t

mt (2) = f f' Pij(s)ds + jx Pij(s)d d

The integrations are straight-forward, and we obtain finally

rot( 2 ) 2 4 22[1 -(+P)t

2: ~ ) mt I-2 -e -(X +p)t]

from which

-- 2 O + p ) 4 p x ( p -p 2 )
2  e ( X + P ) t + ( + p )t - ]

t
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We notice from the above that the variance function is proportional to

the square of the difference between the two states, and the large-t

growth is approximately linear.

Rather than examining the correlation between arbitrary points of

time, we again consider the correlation between increments,which is

easily obtainable from eq. (3.17)

+e2e~h -e62h ]  t2i r2j1P.

°tt+h (h) eh ] 62 1j

2 e2h+e2 h_ ] L e

12 e

-(X+phS-e

2 (x+p)h - 1 + e

the same as found by McNeil. Note that p t,t+h is free of the states.

This is a slightly more general result than the one reported by McNeil

where only one state was arbitrary.

____ !



CHAPTER IV

ANALYSIS OF THE RANGE IN THE DOUBLY INFINITE DAM

In this chapter we begin the range analysis for the unrestricted
t

contents process Ct  f Xudu in the doubly infinite dam. Let T
0

be an exponentially distributed random variable with mean s-  and

independent of the process {Xt } , and let

Ms = sup{C u , 0 < u < T}, (4.1)

ms = inf{C u, 0 < u < T} (4.2)

where as before (X t  is a finite Markov chain with generator Q and

t

Ct = f XudU .

0

We shall determine the joint distribution of M and m5  whichsS

in principle determines the joint distribution of

Mt = sup{C u , 0 < u < t}, (4.3)

mt = inf{Cu, 0 < u < t}, (4.4)

and hence of the range

Rt = Mt - mt

A closed form expression for the distribution of Rt is

difficult to obtain; however, we shall find an explicit expression for

ERt  in the symmetric case and investigate its asymptotic behavior for

large t.

43
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4.1 Joint Distribution of M, m s

Define Ji

P[x+M s <a, x+ms  0 X i], 0 < x < a

(4.5)

Then, appealing to the strong Markov property of (Xt,Ct) as shown by

Erickson [20-1] we can write the first jump equation for e as

8(xPi) = Q(X,ui) + EJe(x+Iiuquj) ije xidu

(O<x+viiu<a) (4.6)

where p(x,lij) represents the case in which there are no jumps. For

p(x,p i ) ,therefore, we can write

f -Aie- se - du 0u ) (4.7)

0
p(X, i )  =I a-x

] e se du (Pi > 0) (4.8)

0

Hence

i+s

p(x,P i ) + s) -a
s - e 1  Pi ) (Pi > 0) (4.10);.+S

e is a bounded, measurable function on the state space of the

bivariate process (Xt,Ct). Hence, as shown by Brockwell [12] the

system of integral equations possess a unique bounded solution and

.9(x,ui ) satisfies the Kolmogorov backward equations.
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Writing,

=i(x,s) 1 -(x,wi) 1 - P[Ms < a-x, ms >

we find by differentiating (4.6) that

a (x,s) = D- (Q-sl) p(x,s) (0 < x < a) (4.12)

where o(x,s) = ( P1(x s),. . m(XS))

and D = diag(ji)

with boundary conditions

i(a,s) = 1 (Pi > 0)

(4.13)

'i(O's) : 1 (Pi < 0)

The system (4.12) has the solution

, (x,s) = exp[-D-'(Q-sl)x] (O,s)

4.2 Explicit Solution for the Two-State Case

Suppose that X has generator

Q= p- p

and is defined on the states u > 0 and P2 < 0 . In order to

determine exp(-D (Q-sI)x] , we spectrally decompose M = -D- (Q-sI).

The eigenvalues are given by

a= 1 .. + l( s(x+p) + S
2i 2 V-- P2 P1 1A 1 V2



46

We note that, if we set

d D(+ s +

then

6 d + (;dj + A where A > 0

Case 1: d > 0 . Then e d + d + ,= 2d + A > 0

82 d - d - - A<0

Case 2: d < 0 . Then eO = d - d + A : > 0

e2 = d- (-d) - = 2d - A < 0

So that in either case we have

.81 > 0 , 62 < 0.

The right and left eigenvectors can be taken to be

ti (X,A+S-62Ii)

tl (X,A+s-62 ii1 )

We now note that we can write e Mxv , v an arbitrary column vector, as:

e Mx v tlrfv e + t2 r~v e

Hence f 6x 62X
Ale + Ble

M6 1X 62 X
A2 e + B 2 e

where
A, t1l

T =T , i.e., t12A, = tliA 2  (4.14)A ;2 (4.14
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and
BI t2 1- , i e., t2ZBl :tziB2
2 t22

With this in mind, we can write the system (4.12) as:

pl(x,s) Ale + Ble (4.15)

81x e2x
p2 (x,s) A2e + B2e

with auxiliary conditions for A,, A2, B1, B2  given by

e1a 62a

Ae + Be 1 from the boundary conditions

A2  + B2  l
and

(X~s-lfrom (4.14)
( +SI~)AI= X2 Ifrom (4.14)

(X+s-e 2Pl)B1 = XB2

Solving for Ai and Bi we obtain

e2aXe - (A~s-e 2 u1 )
Ae 2a _ Sa 

(4.16)

e (x+s-e 1pi) - e (X+s-0 241 )

A2= [ x~sXelpl] A,

e1a
Xe -(+- 1)
e1a 62a
e (x+s-ezui) - e (X+s-elui)

B2 z A+s-e 2P1 ]1B

The exact joint distribution of Ms  and ms  are easily obtained from

(4.15) and (4.1f), from which the exact distribution of Rs = Ms - ms
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the range to time T can be obtained in principle. An exact solution,

however, is analytically intractable. Hence, rather than looking for

the exact distribution of Rs , we will look instead for its expecta-

tion, since by linearity of the expectation operator, we can obtain

this using knowledge only of the marginal distribution of Ms and ms

4.2.1 Marginal Distribution of Ms

In the definition of ,letting y = a - x ,we have

Oi(Ys) = 1 - P[Ms  y, ms > y - ajX ° :

Therefore, the marginal distribution of Ms  is given by

P[M s > y] = lim 0i(Ys)
a-

Since el > 0 and e2 < 0 , and noting from4.16that lim B. exists

and is finite, i=1,2, then from4.15it follows that a-

ei (a -y)
lim lpi(Ys) = lim Aie , i = 1,2
a-Po a-ow

and, after evaluating this limit we have

-S1yp1(y,s) =e

A+S-elu -ely
2 (Y'S) - e

Therefore, if the initial rate is positive then Ms is exponentially

distributed with parameter e . If the initial rate is negative, then

Ms  has a truncated exponential distribution with parameter el and a

mass at 0 of size

e1jl-s
PO
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Therefore it follows that

ECM lull =
s

E[M sIP2] = (O )'(+ -i )

4.2.2 Expected Value of Rs

By the law of total probability

ERS E(M _m S) [E(Msipl) - E(msIpl)] [ 1 X(o) =

+ [EcMS142. - E(msIU 2)] [P X(o) = P2]

However, from consideration of symmetry we have

E[m s lh l] = - E[MsI-wi]

Elm s lp2] 
= - E[I'sl-)12]

Hence

E[Ms-ms] = [E(Mslul) + E(Msl-pi)] P[X(o) = 11] (4.17)

+ [ECM5 IP2 + E(M.1-P2)] PEX(o) = 1

Stationary Case

We now evaluate ERs when X(t) has the stationary distribution,

which in the two-state case is - (o( +P) A(X+p)-)

Substituting the appropriate values into (4.17) we obtain:

ER (Xp 1  l~(P+X+s-e 1 jjl) + 6-1[AX+PX_ (+s+IJ 2)] (4.18)

where
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2= [s x+s + I (+s X + s s(X+P)+s2

2 ~ a P2 A ~ 12 I1112

4.2.3 The Laplace Transform of ERt

If mR(t) = ERt , then since

-st
ERs f mR(t)se dt

0

it follows that the Laplace transform with respect to time of ERt , say

;R(s) , is given by

RR(s) = s ERs

Although the general two-state solution is easily obtained from (4.18)

we will further restrict our attention to the symmetric case to perform

an exact inversion:

Symmetric Case ul = - = b , X = p = a

In this case we obtain after simple algebra that e1  = /ab+s2

andr1

MR 2n - ba (4.19)

We can write mR(s) as

mR(s) = ba's- [(2as)'(2a+s)(l+s/2a)_l].

Expanding (l+s/2a) " in a Taylor series about o , we obtain
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1 + - = 1 - s + + ( 1) 3 -. 3..(2n-1) n +
an4n n

Hence, combining like powers, we have

(2a+s) + S - 2a + I- S + . _.+ 1 3. 2a s2
a,7a- 2) 4a 42a22!

.. + ( _)n-  1-3...(2n-3)
[ ~4n-lan-~~~

+ (-I)n 2.a-1.3...(2n-1) n +
4 nan n

Noting that

1-3... 2n-3 2-a.3 ... (2n-) 2.1.3 ... (2n-3)
a n- an-1(n-I)! 4 na n! 4nan-ln!

we have

(2a+s)(l+s/2a) "  = 2a + 1 s + 3

n=2 4na
n '1 n!

from which we get

-3/2 -3/2 -
m R(S) - s (2a+s)(l+s/2a) - ba' s

b' -3/2 is ,' -3/2=v"b a- s -b a- s + b a s

+ _/7ba2  1)j+l 1 3...(2j+I) s
1 = 4J(j+2)! a )/I

(4.20)

valid for 0 < Isi < 2a

4.2.4 Explicit Inversion of Laplace Transform

Equation (4.2.0) gives an expansion for R(s) in increasing

powers of s. Although such a form can not be used for term by term



52

inversion, it will be useful to derive an asymptotic expansion which

will be discussed later. We now perform an expansion in terms of

decreasing powers of s from which explicit inversion will be possibli.

Returning to (4.19) we can write it as

m R(a,b,s) = ba-' 2a s a s 1 = bas -  +s I

r L ~/2a s+s2 J
Using the binomial expansion of 1 + -. , we obtain

mR(a,b,s) ba- s'[g ( ) (~)k - .1]

b sk+l (4.21)

valid for -la 1 , i.e., Isl > 2a.

Equation (4.21) provides a power series expansion for rR(s) which

is absolutely convergent in a neighborhood of infinity. In order to

perform term-by-term inversion, we appeal to a theorem found in

Doetsch [19, which we now state:

Th: When f(s) can be expanded in an absolutely convergent series

for Isl > R of the form

, an

f ;s) s ,n

where the n, form an arbitrary increasing sequence of numbers

0o < <... , then the inversion can be executed term by

term:

f(t) an
11.
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The series for f(t) converges for all real and complex

tt 0

The conditions of the theorem are met by (4.21), with

an : )2na n and Xn = n + 1

Therefore, we have for the inversion
k

mR(a,b,t) = b 2 k-ltk (4.22

k=l k

The series in (4.22) can be expressed in terms of a confluent hyper-

geometric series whici we now define:

Def. The confluent hypergeometric series with parameters aeR and

yeR is denoted by F(a,y,x) and is given by

F(z,y,x) 
O - xi

where (W)j = CL(a+l)...(a+j-l) for j=1,2,...
3I

= 1 for j 0 I
The confluent hypergeometric series converges for all x (Buchholz

[15]), and has been tabulated in [27].

Returning to (4.22) we have

b ( k 2kaktk
mR(abt) a k k!

Hence,

m(abt) F(- ,l ,-2at)-l] (4.23)

The confluent hypergeometric function for a negative argument

behaves like a very slowly converging alternating series. This makes

it difficult to compute numerically. However, we can use Kummer's first
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formula found in Buchholz to express it in terms of a hypergeometric

function with positive argument. Kummer's first formula is ~I

F(a, ,x) = eXF(8-a,a,-x)

Using this, we can re-write (4.23) as

mR(abt) = b-a [ F(3/2,1,2at)-l

For numerical calculation on a computer this form is useful, for

the confluent hypergeometric function is now a monotonic series which

converges rather quickly, and the internal computer algorithms can be

used to calculate the exponential term.

We present one last form for mR(a,b,t), using formula (14), page

7, of Buchholz:

-2at 2at
= b2e f e u (2t -)3/2

mR(a,b;t) J (2at-v) 2 dv (4.24)
ar'7r(- ) 0

4.2.5 Asymnptotic Expansion of Laplace Transform

Equation (4.23) provides the exact mean of the range to

time t in terms of a known function. However,the asymptotic behavior

is not evident from this form. To study the asymptotic behavior, we

make use of the technique of asymptotic expansion of the Laplace Trans-

form, following Doetsch.

We first define an asymptotic expansion:

Def. A function o(z) is said to have an asymptotic expansion

Z'V (z) as z-*. , written o(z) z V (z), iff
VZO VZO

n
O(z) - I Ov(z) = 0(n(z)) as z- for every n=l,2,...

V=O

Another way of stating this is to say that
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P(z) - (z) as z-

n

This says that the error O(z) - V(z) not only goes to zero, but it
v:0

is of lower order of magnitude than the last term in the sum.

We now state a theorem found in Doetsch which can be used to obtain

an asymptotic expansion for mR(t):

Theorem: If f(s) is the Laplace transform of f(t) , and f(s) can

be expanded in a neighborhood of a in an absolutely conver-

gent power series with arbitrary (perhaps non-integral)

exponents:

i(s) = V C(s-O0 ) , o< < ...-
v=0

(where N is a positive integer) then the following

asymptotic expansion for f(t) is valid for t-co

e o t  C V AV'l1

f(t) Ze 0  F t
V=o r(- )

with 1 0 if x = 0,1,2...
V

We wish to apply this theorem to (4.20) with ao a 0 , but first we

must remove the singularities at zero. To do this, define

f(s) = (s) - /2 b a s3/2 a 3 /2 S-
R T

Then

i(s) =Tba j)+l 13. (2j+)
16 j-0 4'(j+2)! a,
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This is an absolutely convergent power series with

Cj.= (-1)J*l 1]-3. .. (2j+l)a
4j(j+2)!

and x 2j+l

Applying the theorem, then, we obtain the asymptotic expansion

_2j +3

ft ( b) (.-l J+ll.3...(2j+l) (at) 2

f=t)4j(j+2)!r (- 2

We now invert f(s) term by term to obtain

f(t) = mR(t) - b /__8-t +b

Therefore, the asymptotic expansion of (4.26) is given by (4.25).

As an example of the application of this asymptotic expansion,

we can take just the first term and obtain the limit

mR(t) - 32+ _ t

lim R a 4 T ;IT- 16 a 2r(-1/2) 0

V2 (!1) (t-3/2
T6 2r(-1/2)

or, equivalently,
mRt . b/aS_ t h + b 3 /2" b t-

R~~t)T aTr a 7 a7
li =1
t V7 b t_ -3/2

which says that

ra /- 4 t a,7 2 5/7 r(-1/2)
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In particular, since t- -O, then as t-

mR(t) - b 0 t (4.27)ra

Notice that if b =4 then

mR t/ T

which is the value for the Wtener process. This is far from coinciden-

tal: In Chapter VI we will prove that under these conditions the

process will in fact converge weakly to the Wiener process.

4.2.6 A Note on the Hurst Phenomenon

For the Wiener process it is well known that the maximum

random variable has distribution

P(Mt Lx] = 1 + 2 t(O,t;x), x > 0

where t(O,t;x) is the normal distribution function with mean 0 and

variance t

Hence we obtain for the mean, say EMt

x
2

01 f 2 e 2t dx / t

Since the expected range is given by

ERB(t) EMt Em

i t
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and since for the Wiener process Enmt -E1~t it follows that

ERB(t) =2EMt

or

By appealing to the continuous mapping theorem one can hope

that this well-known result for the Wiener process will also hold

asymptotically for any process which converges weakly to standard

Brownian motion.

H. E. Hurst [26], in studying large amounts of data involving

streamflows, rainfall, pressures, etc., found that ER n appears to

vary as n3 with .69 < a < .80. The average values of a observed

by Hurst was .72. Since his discrete time models for these processes

were assumed to be made up of sums of independent radom variable, then

5
the theoretical behavior of ERn should have been as n* . This

discrepancy became known as the Hurst phenomenon and was commnented on

in the introduction.

Although no completely satisfactory answer has been provided to the

phenomenon, at least two theories have been suggested. The first is

that the assumption of independence is not valid, and the observed

growth of ER nis the result of serial dependence in the series of

summands. However, as noted by Moran [33], such a dependence would

have to be of a very peculiar kind, since with all plausible models

the large time behavior is approximated by an additive process, whose

growth rate is n0

The second theory is that, due to dependence of the summands, the

series studied by Hurst are not of sufficiently long duration to exhibit



59

the asymptotic behavior, and hence what he was seeing was the pre-

asymptotic behavior. Several models have been suggested which exhibit

this behavior in discrete time.

In our continuous time model, the analog of dependence of the

summnands is dependence of the increments of .t Asymptotically we

have shown that ERt behaves like /8t However, it is of interest

to investigate ER t for finite t to see if the Hurst phenomenon

appears pre-asymptotical ly.

In Figure 4.1 is a plot of m R(t) vs. t for both our Markov

model with a =b 1 and for Brownian motion. In Figure 4.2 is a

plot on a logarithmic scale of mR tW and /1~ t*72 vs. t f~or

-1 < t < 2 . From this plot it appears that the rate of growth of

m R(t) is closely approximated by a power of t , and within this range

of time, the power of t is close to Hurst's average of 0.72.

The rapid convergence to the asymptotic value is apparently

inconsistent with the length of the series studied by Hurst. However,

by returning to equation 4.27, we note that taking a and b so

that b xa does not change the asymptotic growth rate. We now note

from Eq. 4.24 that in this case,

mR (a,b;t) =mR(l,1;at)

Hence by choosing a sufficiently small, we equivalently perform

a time expansion, so that the approach to the asymptotic value can be

delayed as long as desired. Now, if our model is to display the Hurst

phenomenon up to, say, t =2000 (years), we would need to take

a = .001. However, Such a value of a implies that the correlation

between successive yearly increments is, from Eq. (3.3),

.- Mon -_ _ _ __ _ _ _ __ _ _ _ __ _ _ _ __ _ _
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Corr[A 1 (t),A 1 (t+l)] .0ie_002] 2 .99865

This value is much too high to be realistic. However, if we take

a = .1 , then we obtain

Corr[A1 (t),L 1 (t+l)] = .87720.

Thus a stream flow with a yearly correlation of this value and following

this model would display Hurst behavior out to approximately 20 years.
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CHAPTER V

INVARIANCE METHODS IN THE ANALYSIS OF SEMI-INFINITE AND FINITE DAMS

5.1 General Description

In this chapter we will develop the application of what we call

in general "invariance methods" to the analysis of storage theory

problems. These methods are well-known in the fields of astrophysics

and particle physics, where the power of these techniques have been

recognized and well utilized. Originally formulated by V. A.

Ambarzumian [3] in 1944, the techniques were formally developed by S.

Chandrasekhar [16] in a series of papers on radiative transfer through

semi-infinite stellar atmospheres which appared in the Astrophysics

Journal from 1944 to 1947. Subsequently Bellman and Kalaba in 1956 [5]

refined the technique by applying it to finite regions in the field of

particle transport, in which they called the technique 'invariant

imbedding.' A good definition of invariance methods is given by M.

Scott [40] who states that the method involves:

generating a family of problems by means of a single
parameter, where the basic properties of the system remain
invariant under the generation of the family. The family
then provides a means of advancing from one member, some-
times degenerate, to the solution of the original problem.

After providing a brief description of Chandrasekhar's and Bellman's

application, we will establish what will be a natural application of

these methods to storage theory. In particular we will take advantage

of the power of the invariance methods to derive the Laplace transform

of the 'wet period,' and from this obtain moments and the limiting

probability of emptiness. This will lead us to a discussion of neces-

sary and sufficient conditions for the recurrence of the contents

63
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process. Although some of the results that we present in this section

are not new, we will be able to derive them in a direct and simple

fashion, avoiding the Kolmogorov differential equations which have

previously been used to derive these results. In fact, in the case of

the semi-infinite damns our equations are algebraic in nature.

5.1.1 Chandrasekhar's Principles of Invariance

In his application to astrophysics, Chandrasekhar was

concerned with the transfer of radiation through a stellar atmosphere.

In studying certain aspects of the radiation, such as the intensity, he

considered the atmosphere to be stratified in parallel planes in which

all of the pertinent physical properties are invariant over a plane.

When considering a semi-infinite atmospheric region then, he utilized

the fact that certain physical laws governing radiative transfer must

- be invariant to the addition or subtraction of layers of arbitrary

optical thickness to or from the atmosphere. Through this 'principle

of invariance' as he called it, he was able to increment the arguments

in the equation governing the physical laws of radiative transfer

while still maintaining the basic equations. These perturbations of the

equations then led him to direct solutions for the physical quantities

of interest.

In studying the time to emptiness in a semi-infinite dam, the

essential similarities of the two problems become clear. In the case of

the dam, the strong Markovian character of the bivariate process (Ct~X t)

makes it possible to consider the process as regenerative at the

stopping times corresponding to first entrance into an upper semi-

infinite region after traversing an incremental slab of arbitrary

thickness. Thus random variables such as first passage times become
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'invariant' to the addition or subtraction of these finite incremental

slabs. Seen in this context, one notes the similarity between

Chandrasekhar's Principles of Invariance in stellar atmospheres and the

regenerative property of a Markov process. In fact, this entire dis-

cussion could be phrased in terms of regeneration. The essential

difference, however, is that in the classical analysis of Markovian

structures the principle of regeneration is used to establish

Kolmogorov-type equations which are generally partial differential

equations. These equations normally provide much more information

about the process than is required for the study of particular aspects

which become essentially boundary conditions for the Kolmogorov equa-

tions. For example, suppose that we are interested in the wet period

for a semi-infinite dam: that is, the time elapsed from an initial

exit from zero to a first return to zero. In the two-state case, if

we let

T = inf{t > 0 : Ct = 0}

then we may be interested in finding the Laplace transform of T

s = E -STXo : > 0]

Now, by setting up and solving the Kolmogorov backward

equations, Brockwell was able to determine the Laplace transform of the

time to first emptiness given an arbitrary initial level x . Thus if

is (x) represents this transform in the general 
case, then

Ois(x) = E e-sT 1x

where T infft:t > 0 , Ct 2 -x}
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However, the solution depends on is(0) , which in Brockwell's

formulation was obtained from a rather complicated set of boundary

conditions. Invariant imbedding leads, as we shall see, to a direct

determination of s as the solution of an initial value problem when

the dam is finite and of an algebraic equation when the dam is infinite.

5.1.2 Bellman's Invariant Imbedding

As noted earlier, Bellman refined Chandrasekhar's Principles

of Invariance and applied them to finite regions in particle transport

theory. Two excellent comprehensive studies on these applications are

those by Bellman, Kalaba, and Prestrud [6], in which they apply the

technique to radiative transfer in slabs of finite thickness, and

Bellman, Kalaba, Prestrud, and Kagiwada [7], in which they apply it to

time dependent transport processes.

In these studies, Bellman called this technique "invariant

imbedding," a name by which it has subsequently become known. The

application to time dependent transport processes is particularly

relevant to our study of the finite dam. Because the analogy to the

finite dam problem is not obvious, we will discuss briefly the former

process, and then draw the analogy.

The physical model in the transport process is of a one-dimensional

rod of fixed length z which is capable of transporting particles such

as neutrons. The particles are allowed to travel to the right or to

the left and can interact only with the fixed constituents of the rod.

When a particle interacts with the rod, the old particle disappears

and two new ones appear, one travelling to the right and one travelling

to the left. All the particles travel with the same speed and their

other physical properties are such that the particles are distinguishable

I I m I
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only by their direction. Suppose that we inject one particle at one $

end of the rod, and are interested in the total number of particles

emanating from the other end. One approach to this problem would be

to derive an equation for u(x) = number of particles emanating from

the end of the rod if we start with one particle at x , for 0 < x < .

The desired quantity would then be given by u(o) . However, a more

efficient approach would be to develop, if possible, an equation for

u(o) directly. This is precisely the approach used in invariant

imbedding. The invariant imbedding technique is to embed the original

rod of length z into a rod of length z + 52 , and develop a dif-

ferential equation for u(z) . Whereas a differential equation for

u(x), 0 < x < z. would lead to a two-point boundary value problem with

boundaries at x = 0 and x = Z, the differential equation for u(o)

is an initial value problem with initial value X = 0 . This initial

value is easily determined because of its degeneracy.

We now begin to see the analogy to the storage problem, which we

will list in the form of a table.

Particle Transport Storage Problem

1. Particles travel only to right 1. Dam contents only increase or

or left with fixed velocity, decrease at fixed rates.

2. Do not need to know entire 2. Do not need to know o. (x) for
function u(x), O<x<z, but only all 0 < x < a , but o'Ty os(o)

3. Differential equations for 3. Differential equations for
u(x) lead to a two-point c (x) lead to a two-point
boundary value problem, where- b68ndary value problem, where-
as differential equations as differential equations for
for u(o) give an initial o (o) gives an initial value
value problem. problem.

Table 5.1 Analog between Particle Transport and Storage Problem.

- iw-
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5.2 Applications of Invariance to First Passage Times

We will now use invariance techniques to study the distribution

of first passage times. In a later section we will discuss necessary

and sufficient conditions for these times to be finite.

5.2.1 First Passage Times for the Semi-Infinite Dam

5.2.1.1 General Case

We define the following functions related to first

passage times:

(a) The Laplace transform of the first passage time to level y

Let T = inf{u : Cu y} , (5.1)

and define

T (Y): Ej - Tl x  = }Xo =i (5.2)

for v, > 0 ,j > 0 , y > 0  and

T. (y) E Fe-sT (
L= l{x = }IXo 1i (5.3)

for < 0 , < 0 , y < 0.

If there are p positive states and m-p negative

states, let T+  and T- represent the corresponding matrices

with entries T+' and Ti , of dimension pxp and

(m-p) x (m-p).

(b) The Laplace transform of the first return time to level zero:

For ui > 0 , uj < 0 , let

R+- lsT Ix

RtET = } Ixo (5.4)

where
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T inf{t 0 Ct = 0} (5.5)

Let R+ -  be the px(m-p) matrix [Ri:]
13

For u1 < 0 , j > 0, the right side of (5.4) will be denoted

by R- and the (m-p)xp matrix [Ri+] by R-

(c) The Laplace transform of the first return time to level zero

with no prior passage through a given level.

For 1i > 0 , lj < 0 , and y > 0 , let

{x [e II 0tXT, O'i]
YXT ti (5.6)

For Ii < 0 , j > 0 ,let

R'.j(Y) = E '{xT : ii} l{c(t)-y<t<T I I L
(5.7)

Let R+(y) be the px(m-p) matrix [R+ (y)] and let

R'(y) be the (m-p)xp matrix [R-j(y)l ,
1i

Thi Laplace trarsform of the first r,.turn time of the conwent uf

a topless dam to zero given that X =i is

R.
J:pj<O i

where R+  is defined by (5.4). We now use an imbedding argument to

determine R+ . The time at which a sample path, starting at the zero

level, crosses into the upper region (y,-) is a stopping time, and

the strong Markov property of (XtCt) may be applied at

these times. Using this idea to obtain the desired first return time

to zero, we decompose R according to the number of reflections of the

sample path in the slab (O,y) to obtain the relation
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+
R+

= R+(y) + T+(y)R-T(y)

" T+(y)R+-R -(y)R+-T-(y)

+ T+(y)R+-R -(y)R+-R -(y)R+-T-(y)

+ .(5.8)

= R+ (y) + T+(y) R+[I - R (y)R ]'T(y) (5.9)

We now consider the limiting behavior of the matrices in (5.9) for small

y . First, note that
Y

T1i(Y) (I-i e Pi + o(y) as yO (5.10)

and, expanding the exponential,

T +.(y) = 1 -
- +s) + o(y) (5.11)

ii Pji. )

Similarly,

+y
Ti(Y) = X t y e + o(y) , i#j (5.12)

S 2i .. - + o(y) (5.13)P~i

Therefore,

T +(y) I - y ID'(SI-Q)] ++ + o(y) (5.14)

where, for an mxm matrix M we define [N]++, [M]+. , [M]_+ , and

[MI._ to be the partitions defined by

M + - p (5.15)
M.+ M- (m-p)

p (m-p)

i--
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Through parallel reasoning,

T-(y) : I + y I[D-(sI-Q1._ + o(y) (5.16)

For the R functions, it can be shown that

R+ (y) = y[D-Q]+. + o(y) (5.17)

and

R'(y) = -y[D'Q]_+ + o(y) (5.18)

Substituting (5.14), (5.16), (5.17), and (5.18) into (5.9) we obtain

+ R +_LI+y(D_ Q)_+R*-]Y (I+Y[L0'(sl-Q)]_)+ o(y) (5.19)

Since

I+y(D- 1 Q)-+ + -y(D-Q)_+ R + o(y), (5.20)

then

R+ - = y(D- Q)+ . + R+ -_ yLo-,(sI-Q) + -

- R+-y(D-1Q)+ R  + R+YD-'(sI-Q)1 + 0(y) (5.21)

from which we obtain, by taking the limit as y-O,

R+ -(D-'0)_+ R + +[D-'(sI-Q)]++ R+ - R+-[D-(sI-Q)]__

- (D-1Q)+ = 0 (5.22)

5.2.1.2 Two-state Case - Laplace Transform of Wet Period

For the two-state case we remarked earlier that the

first passage time corresponds to the wet period in the dam. In this

!I ---
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case we set s= R12  in (5.4) and, making the appropriate substitutions,

equation (5.22) reduces to

P1 2  2 1 1 2 0
2 S -_ [pu2 -X1 I  -1 2  OS-X = 0 (5.23)

from which we obtain the two solu:ions

s= P12(2p) + (A2+4xpu1 2) ] (.'4)

where

A = s(u2 -1 1 + P 1_ -Xu1

We must now select the correct solution. Since

A2  as s then s

is unbounded for the positive solution, and so we conclude that

s = ua(2P)-'[A ; (A 2+4xpujl ) 12- 1 . (5.25)

We now investigate conditions under which the first return to zero,

T , is finite. First note that

o= 2(2P)[P U2 - XI.11 -T+ (5.26)

and

P132 + X IP m 
l 2

where m = EX when X has its stationary distribution. We call mt Xt
the drift of the process. Therefore,

l if m <O
_o 0 x_12 (5.27)

S if M >
P I
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Since o= PT ] , then from (5.27) it follows that for the

topless dam, a non-positive drift implies that P[T < = , whereas
u2

a positive drift implies that P[T < =]-=

5.2.1.3 Distribution of Wet Period for the Symmetric Case

If we set , = b, 2 = -b, X = 0 = a , then the

Laplace transform equation becomes

a 2 [La .2s ]+a

or

2( + 1 s + 1 = 0 (5.28)

From this equation we see the rather surprising result that the time to

first emptiness does not depend on the states on which the Markov chain

is defined.

Solving the quadratic equation, we obtain

Os ( 1 _a- + (5.29)

which can be written in terms of 1/s as

*s = I I _ +.)L + 1 (5.30)

Expanding 1+ -ii) in its binomial expansion, we obtain

O s a k s + 1 (5.31)

0 -

Performing a term-by-term inversion of (5.31), we obtain tie

density of T , say fT(x), x >0 as



74

2

f(x) 2 L(9I±(- 2a)++ -"i~1) -a

'4)( )(3/2)(5/2) (-2a) x2 + ,3
+ L X2 +

1-2.3-4 2! j

We can wrire this in terms of a confluent hypergeometric series as

fT(x) F(3/2, 3, -2ax) (5.33)

For the distribution function, say

x
GT(X) = P[T < x] = f fT(U)du

0

we can integrate the power series term by term to obtain the series

aX+ 3/2 (-2a) X2 + (312)(512) X3a
7 ~~.*

G T(X) = [ x + 3  11 - x  3 2 (5 2  3 +T I.2 3.4 2!.3"'

(5.34)

5.2.1.4 Time Between Overflows for the Semi-Infinite

Bottomless Dam

We now consider a semi-infinite dam with a top but

no bottom. This may in fact be a more realistic model than the topless

dam, since actual dams are constructed and operated in such a way that

the probability of overflow is higher than the probability of emptiness.

The analysis of the bottomless dam is directly analogous to the

analysis of the topless dam. Therefore, we will be brief in the

following derivations. In the bottomless dam, if we measure the

contents relative to the top of the dam, which we can set equal to zero

without loss of generality, then for the contents process we have

4_ 77 ''-7
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B ,tC t X*(u)du (635)

0

where
if CB 0 and X >

X*(u) U U
X otherwise.

BFor the bottomless dam, Ct = 0 represents an overflow condition.

Let os be the Laplace transform of the time to first overflow, given

a starting condition, X0 = 2 • Then by considerations of symmetry we

can conclude that satisfies equation (5.25) with the parameters

\,2, and u1, 2 interchanged. Therefore s satisfies

1 1 2 2 - 1 - -') S-P = 0 (5.36)

from which it follows that

s =I(2[) A-(A2+4xouIL 1) ] (5.37)

where

A =S(1 -2 + 01W12

The cxplicit inversion for the symmetric case is identical, since

in that case the two exchanged parameters are equal. Therefore, the

distribution of the time between overflows in the bottomless dam is

equal to the distribution of the wet period in the topless dam, as

expected.

By similar reasoning to that used to establish (5.27), we conclude

that for the bottomless dam, a non-negative drift implies that

PCT ] = I , whereas a negative drift implies that

P[T < =] = -

-i ___
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5.2.2 First Passage Times for the Finite Dam

5.2.2.1 General Case

We now turn our attention to the finite dam with

an upper boundary at a . In the same vein as (5.4), we define

R+ (a) : = E=iJ (5.38)

with {Ct } replaced by (Ct} , the content process for the finite dam

where T is given as in (5.5). Let R(a) be the px(m-p) matrix

[R +_(aj

Using the same matrices defined for the semi-infinite dam, and

using the same argument of decomposing R+-(.a) according to the number

of reflections of the sample path in the slab (O,y) , 0 < y < a , we

can write the relations

R+-(a) = R+(y) + T+(y)R+'(a-y) [-(y)R+-(a-y) T-(y)
i= 0 I-

= R+(y) + T+(y)R+-(a-y) [I-R-(y)R+-(a-y)]- T'(y)

(5.39)

Using the relations (5.17) - (5.20), we .-an write

R+-(a) = y(D-'Q)+. + (l-y[D-'(sl-Q)]++)

R (a-y) LI-y(D-'Q)_+R-(a-y)] (I+y[Da'(SI-Q)] -) + o(y)

(5.40)

so that

R+'(a) - R+-(a-y) . R+'(a-y)(D-'Q)+R +(a-y)
y

-[D- (sI-Q)]++R+'(a-y) + R+-(a-y)[D "'(sI-Q)]__

+ (D-'Q)+ + 2_4 (5.41)- y
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Taking the limit as y-.0 we obtain

+_________ I

d a)(IQl .4
. a

.R (a)[D- (sI-Q)] - (D'Q)+_ 0

The initial condition is
-s-*

R-(0) = Ee ij

where Tij is the first passage time from state i to state j in

the Markov chain. This variable is discussed in Chung Li/.

5.2.2.2 Two-state Case - Laplace Transform of Wet Period.

In the two-state case, letting o(a,s) = R+2,

equation (5.42) becomes

. *(a,s) + ou'¢2(a,s) + [oK'(A+s) - P_1(p+sj)O(a,s)-xT 1 = 0

(5.43)

The initial condition in this case comes from the holding time in state

p, , which is exponential with parameter x . Hence we have the

initial condition

(o,s) = x(x+s) "

We will carry out the complete solution for this case.

Equation (5.43) is a Riccati equation, which can be reduced to a

second order linear equation by letting

4(a,s) = yi(a,s)/boy(a,s)

- I
where bo  P112

b I  = P-1 (A+s)-w 1(p 
s

b2 - (5.44)
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The resulting 2nd order linear equation, as can be easily checked, is

,I

y"(a,s) + bly-(a,s) + b0b2y(a,s) = 0 (5.4;)

To solve (5.45) we first obtain the characteristic roots:

.2 (+s)-1 (A+s) 1(Ps)-wu 1(x+s)
2 + ' 4 ' + PAPI 12

(5.46)

Note that the discriminant is equal to

-2 2

112 -(p+S), -" (X+S) -i -
- + PI P2 S(P+X)' 1l2P 

2  (5.47)

4 4

which is always positive because 112 <  Therefore the characteristic

roots are real, and the solution for y(x,s) is:

ela 02a

y(a,s) = Cle + C2e (5.48)

Substituting (5.48) into (5.44) we obtain
e1a 62a

Clele + C2e2e
*(a,s) a] (5.49)

PL12LCle + C2e

Now, letting C = C2/Cj , we obtain

ela 62 a

61e + C6 2 e
O(a,s) =(5.50)

S ea e2a]
PU2-L + Ce

which involves only one arbitrary constant. To evaluate this constant

we use the initial condition to obtain:

_ _ - m u m lmm
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(Os) - s - (5.51)
-iP+1.2 

(l+c)

Hence

(A+s)el - PP2- xc I (5.52)
(X+s)e2 - PW.2 x

So we have as a final result that

O1 a 9 2 a

Ole + Ce2e
0(a,s) = e ] (5.53)PP2_ 1 [e la 62a]

+ Ce

where C is given by (5.52) and e1,82  are given by (5.46).

5.3 Moments of Time to First Emptiness for the Two-State Case

Since we have derived the Laplace Transom of the time to first

emptiness, we can use these equations to obtain the moments without

having to actually solve for the transform. Although we could in

theory write down the moment equations for the general case, the

resulting equations are not easily solved, and so we restrict ourselves

to looking at the first two moments in the two state case, for which

the equations are

ET = - dds s=

ET2 = d_2

ds
2

so that

d' d O12 ~Var T 0 - sls=O 1 3d
ds s - d O
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For the semi-infinite dam we differentiate equation (5.23) to

obtain

2oP2I (s)W(s) -[oP2- AWII- S Gil- P2)] 5.

_ - 2 )% = 0

And, upon evaluating this expression at s 0 we obtain

-2p'12  ET + (Pu2 -
- Xpi )ET + i =

from which we obtain

iJ2 - U

ET - (5.55)

which can be written in terms of the drift parameter as

ET -)- , m < 0 (5.56)

Differentiating equation (5.23) again, we obtain

2plj2(t) W (-) + 0'(s)2] - P ~p 2 X1~1  S(1 11 1 21) 0*-s

+ 2[p1-uJ1],% = 0 (5.57)

Evaluating again at s = 0 we obtain

2p1'[ET2+E2T] - Iu'-x ]ET2-2(p 1 - ')ET = 0

From which it follows that

ET2 - 2(r.7-p 1 )ET 2pulE2T (5.58)-1 -I
OU2 - AP2



81

Therefore

2 -' -i)E -i

Var T m(- [2( - P2 )E +2 (5.59)*

Similar calculations for the finite dam produce

ET :(u + eu )P +PW )a A z("~ (5.60)

5.3.1 Conditions for Recurrence

In analogy with the theory of Markov chains, we call the

contents process Ct recurrent or transient depending on whether

?:l or < l where p = P[T < ] In the recurrent case we

call Ct  positive recurrent or null recurrent depending on whetner

FT < - or ET . We will relate conditions for recurrence to

the drift parameter of the process, m

For the topless dam, it follows from equation (5.27) that m < 0

implies recurrence, while m > 0 implies transience. From equation

(5.56) it follows that m=O implies null recurrence while m < 0

implies positive recurrence.

By synmetry, for the bottomless dam it follows that m > 0 implies

positive recurrence, m=O implies null recurrence, and m < 0 implies

transience.

5.4 Limiting Probability of Emptiness for the Two-State Case

Consider the time-dependent probability of emptiness

P e(t) P(Ct = 0).

If the bivariate process has a limiting distribution, then we consider
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the following limit

P= lim Pe(t)

We call this the limiting probability of emptiness, and it can be

interpreted as the large-time percentage of time that the dam will be

found empty.

Brockwell [12] has actually derived the limiting distribution

of the content by solving the Kolmogorov equations. However, as is the

case with the time to first emptiness, these equations require knowledge

of the boundary value Pe for their solution. Although Pe can be

obtained by other methods, we present here a direct method of evaluating

Pe by using the previous results concerning the time to first emptiness

and a renewal argument.

5.4.1 Embedded Regenerative Process

Assuming that X(O) =v > 0 , define

Tj = inf{t > 0IC t  0}

T2 = inf{t > T 01Ct  01

and, continuing in this fashion, define Ti , i > 1 The Ti s are

the first return times to zero of the contents process, and since the

bivariate process (XtCt) is strong Markov and the T's are stopping

times, then they are regeneration points and the process (Tj,Tj + T2,...)

Is an embedded delayed renewal process (see Figure 5.1).

"mom
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T 2

I regenerations
I points

I.I

0 t
x T x T

Figure 5.1 Embedded Renewal Process.

Now, thinking of this as a two-cycle renewal process with

cycles T and X , then it is a standard result of the renewal theorem

that

Pe EX (5.61)

5.4.2 Semi-Infinite Topless Dam

For the semi-infinite topless dam we have

ET : +- (5.62)

and, by the memoryless property of the exponential,

X - exp ( ) (5.63)

-i

so that EX :

Substituting (5.62) and (5.63) into (5.61) we obtain after some

algebra

Pe M.& (5.64)e P
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5.4.3 Semi-Infinite Bottomless Dam - Limiting Probability of Over-
flow

Using the symmetry between the topless and the bottomless

version, we can write for the time to first overflow, T

ET = ( 'O (5.65)

and, using the analogous embedded renewal process, we have for the

limiting probability of overflow, Pf

-1
Pf= A (5.66)f .I Ul-W2

+1 *112+jU2X+lP

5.4.4 Finite Dam

In this case, substituting equations (5.60) and (5.63) into

(5.61) we obtain= + 1PI~1 "

Pe =ACX + P12
1]L(x,+P)(xlil + p.21e.(X1 1 (5.67)

For the case = 1, 1 = - 1 we obtain

L (p-)a 1-

Pe = X(P-)")X+P)PeP (5.68)

which agress with the previously reported result [12].



CHAPTER VI

A FUNCTIONAL CENTRAL LIMIT THEOREM FOR THE

UNRESTRICTED CONTENTS PROCESS ON TWO STATES

6.1 Formulation

In this chapter we show that a scaled version of the contents

process Ct , 0 < t < ,will converge weakly to the Wiener process on

D[O,-). A short description of the topology of this space was pro-

vided in Chapter II. The weak convergence results of this section

generalize the results of Fukushima and Hitsuda [22] and Pinsky [33],

who showed convergence of the marginal distributions.

To establish weak convergence for Ct we appeal to a result given

in Chapter II that if Ti are the times of jumps of a Markov chain

and {Xn } are the succession of states visited, then if the sequence

{XnI is deterministic, the holding times are unconditionally independ-

ent, i.e.,

n -XjlUj

P T . > u ,j=l,...,m] = nr e Xj-l

j:]

In the two-state case the sequence Xn is deterministic, being

given by {V1,u2,W1P21 .... } If we fix on the entrance times into the

u state by the Xt process, we see that we can consider an embedded

renewal process with cycle lengths (ci) where

o 0

1 2i 2(i-1)

as seen in Figure 6.1.
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From Figure 6.1 we can see that the embedded renewal process is

really an alternating renewal perocess with two subcycles in each

interval. Thus the first cycle has length j , and is composed of

the two subcylces of length T, - exp(A) and T2 - T, - exp(p) . The

second cycle has length 2 and is composed of the two subcycles of

length T3 - T2 - exp(x) and T4 - T3 - exp(p), and so forth. The

slopes of the sample path over odd subcycles is Pi(>O) and over even

subcycles is 42(<O) . We use the notation Wt to represent the wait-
th

ing time random variable for the subcycle of the i cycle during

which the slope of the sample path is positive, and W for the sub-

cycle during which it is negative. Thus

Wi =T 2i_I- T2 (i-l)

and

Wi = T2i - T2il
+ W-

Note that Wi + W
= T2 i - T(i . . Let {S I be the

i i 2i-2(i-1) 'inn=l

renewal process, so that

n
Sn = l i (6.1)

Let N(t) be the renewal counting function for the Sn process; thus

j
N(t) : inf fil T 2. _ t} (6.2)

i=l

Now consider
nt

C(nt) f x(s)ds (6.3)
0

Then, referring to Figure 6.1, we can write C(nt) as
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S SI(nt) S SN(nt)
C(nt) = x(u)du - x(u)du (6.4)

0 nt

where the second term represents the 'overshoot' of the process to tne

first renewal past nt , and so must be subtracted off to maintain

equality.

Since the sample paths of X(t) are piecewise linear with slopes

il and P2 we can re-write C(nt) in terms of the holding time

variables W as
N(nt) N(nt)

C(nt) : +  il + W - RM(t) (6.5)

1 i

where

Rn(t) = x(u)du (6.6)
nt

Now define

Zn : "i 1+  2 p

Then, by Donsker's theorem (Billingsley [9]),

+> W ) • on D[O,-) (6.8)

Returning to the original process (6.5), we can write

C(nt) + -2

+ i) 4(nt) + R(t) (6.9)
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or,

C(nt):Z + + -I u(nt) + (t) (6.10)

Setting n (t) N(nt) then {nn(t)} l  are increasing processesn n n n1

in t , and for each fixed t

t

n(t) -* - as n-o*o

Therefore it follows that

nn (.) =LE( )]-(.) or! D[O,o), i.e.,

Nn. __( + .) (6.11)n

Since the limit is degenerate, then the following joint convergence

holds by Theorem 4.4 in Billingsley L9].

rn" nLX 2  p2P

(6.12)

Using the continuous mapping

,p(x,,) = x •

we conclude that

Z[N(n)]- W(a.) on D[O,-) (6.13) 1'

when + +
x2 32 P
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R
We now show that - =- 0 in D[O,w) From 6.6 we have

,/W
. SN (nt)

Rn(t) =f x(u)du

nt
S N(nt)

Sup x(u) du
nt<u<SN(nt)

nt

Nnt)

< V(Pl,-U2) (SN(nt)-n)

= V(l 1,-1 2 ) Y (nt)

where y(nt) is the forward recurrence time evaluated at nt. There-

fore it suffices to show that

- 0 in D(O,-)

If Ui,2  are the mean and variance of the interarrival times for

a renewal process, then Iglehart and Whitt [26.1] have shown that

Sn. -lin,.N,. .,- .,)

Now, since N(n').,LO in D[O,) , then we also have the joint
n

convergence

[ N] -(n.)-n- , ) .>( W(.) , - W( ) , )

(6.15)

Now consider the mapping V(x,y,o) = (x.o,y) and apply the

continuous mapping theorem to obtain

- ~ -
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S N ~ -) A ~ -) n - n- ( 6 . 1 6 )

and, again applying the continuous mapping theorem to

p(x,y) x + y

we obtain
SNn) PN(n) + i N(n.) - n • W(-) + (- W(:))

or SN(n'). -n.

so that indeed Y(n.)=>0  on D[O,-)

6.2 Zero Drift
41 P2

In the zero drift case - + - = 0 , so that from 6.10P

it follows that

C(nt) = ZN(nt) + Rn(t) (6.17)

and, using Th. 4.1 in Billingsley [9]

C(n*) W( .) on D[O,=)

Hence, if ALS , the sigma field generated by the open sets relative to

the D[O,o) metric,

PEC n c A]-P [W( a) CA] 0 as n-

Thus we have the large-n approximation

I II I IA) P W(II CA]



92

6.3 Non-Zero Drift

For non-zero drift Eq. (6.10) is

C(nt) ZN(nt) + ( + -) N(nt) + Rn t)

so that if

C*n) C(nt) II ~1 2) N(nt)

then

C*(n-)-> W(a-) on D[D,®) .

Thus we see that in this case the centering function is random.

6.4 Asymptotic Behavior of Range

We can obtain the asymptotic distribution of the range from the

corresponding result for Brownian motion as follows: Consider the

continuous mapping from D[O,®) into R given by

f(~n))= (Miax Ct~nu) - Min C(nu))
0<u<t O<u<t /

Then by the continuous mapping theorem, for R(nt), the range of C (nt ).

we have R(nt) -> RB(Bt)

the range of Browian motion.

W. Feller [21] derived the density of the range of Brownian motion

as:

f(t,r) 8 (-1 )k-1 2
k~l
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where p(x) is the standard normal density function. Hence the

asymptotic distribution of R(t) has a density given by

k2O k-
-k2 .. " •

li • I I 
I 

I 
(-1)-- 

'



CHAPTER VII

SUMMARY AND CONCLUSIONS

7.1 Summary

In this investigation we considered several problems connected with

Markovian storage models in continuous time.. We proceeded by con-

sidering three different variations of the model. These were the

doubly-infinite dam without top or bottom, the semi-infinite dam in

both its topless and bottomless versions, and the finite dam with both

a top and a bottom. In each case the process which we examined was

the bivariate Markov process (Xt. Ct) in which Xt was a Markov chain

with finite state space representing the net input rate, and Ct was

the integral of Xt , and represented the dam contents. We maintained

as much generality as possible throughout, but restricted overselves to

particular cases whenever necessary. The most general formulation of

the model was when the Markov chain Xt was defined an an arbitrary

n-dimensional state space with an arbitrary generator matrix. We

often restricted the discussion to the two-state case in which the

Markov chain was defined on states p, > 0 and U2 < 0 and the holding

times in the states were exponential with parameters X and p . On

occasion we restricted ourselves still further to the symmetric case

in which X = p and V1 = - U2

In the derivations, we did not follow the formal definition-theorem

style of presentation, but rather chose to present the derivations and

results in a more natural flow. Since with this style of presentation

it is not as easy to locate individual results, we now present the

specific results derived in each chapter, as an aid to the reader.

j 94
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7.2 Conclusions

Chapter III

In this chapter we derived several moment functions for the

Markov chain process Xt  and the contents process C

(i) General Case - Markov chain:

Ext = 4i i(t )
1

EXtXt+S viujP ij (s)i (t)

Var Xt = Pi(Pi'uj) i(t)xj(t)i # j

Cov[Xt'X Uini(t) ViXi(t+s )

When Xt  is stationary,

m eks

Corr[Xt,Xt+s] F, Cke
k-2

where twhere ki rki~iuiv j  !i

Ck 4 j r)1T~l

i #j

and tk ' k ' k - 2,...,m are the normalized right and left eigen-

vectors of the generator matrix, with eigenvalues ek. The asymptotic

behavior of P s  is governed by the largest non-zero eigenvalue

(ii) General Case - Contents process:

ECtU uwt

F' t • .~i

..- {4
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t+ h

If Ah(t) = X(u)du, an increment of the Ct  process

h

of length h centered at t, then

E(2(t)) = 2 _ j k 1 [ khJ - j ii j k=2 k Lk

+ pijl i u i i h2

i j

Var(ah(t)hM 2 ie 2 e ekh - 11
i j k=2 62kL'131

m t r 2ekh a ekh j~C v~~)Ah(t+h)] z E tki kj + ek-2eh
+ " k= 2 e

k

h~t)'A m tk ir ki e6 k h_
i j k=2 62 L k J "Ji

k

(li) Two-State Case - Markov chain

The moment functions are:

EXt a (piZ+Xu2 )

EX2 - (X+p)'(PU2+XU)

Var Xt - (X+p)'( I-V2)2

EXt (+p 2 [(p l+lz)2 + AP(Pl-U2)ze (A+P)S ]

i - -



97

Cov[Xtpxt+5J px~x+f 2(6 1-P2 ) 2 (

( A p ) s ' a I

Corr[Xt,Xt+s e

(iv) Two-State Case - Contents process

ECt = (p+X)-'(Pi+XP2)t

Var Ct = 2(p+x-)'px(p-pj)2 e (X+P)t+ (X+p)t-l

Corr[ ht,~ht+h)] --

In this case the correlation function is free of the states.

Chapter IV

In this chapter we studied the range of the contents process

for the doubly inf-'nite dam.

(i) General Case

We derived the Laplace transform with respect to time of a

form of the joint distribution of the maximum and minimum variables.

If Ms = Sup{C u, 0 < u < T, T - exp (s))

ms = Inf{Cu, 0 < u < T, T - exp (s)}

and

,0i(x, s)= 1-P[Ms  a - x, ms >-xIX o  pi ]

then

(x~s)= exp[-D 1 (Q-sI)x] (o,s)

p I
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where

i.(a) I 1, u i > 0

1 1
Y.o) = 1 l i <  0

(ii) Two-State Case

The distribution of Ms  is given by

-ey

P[e > 0 ] = e i :0
P 14s >Y il X + s - epl -ey

where

e =.A + 1 A2 - ______S

where

A + st_ +A + s

U2 1l

Hence if the initial rate is positive, the maximum to time T is

exponentially distributed. If the initial rate is negative, the

maximum has a truncated exponential distribution with a mass at 0 of
e1111-S

size

If Rs = Ms - Ms ,the range to time T ,we found that when

Xt  is stationary,

ERs - (,+p)1' elil (P+,+s-elul)

+ "[ 1( s;u)
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where 1= e above and

= e - A

(iii) Symmetric Case

For the symmetric case in which , = b, P2 -b, and A = a,

we found for the range to time t, say Rt , that

Rt  [ F(- -, 1, -2at = e- e2at F 1, 1, 2at -i

where F(a,B,x) is the confluent hypergeometric series defined by

F(a,32x) = : '

wc(a+l)... (,+j-l) for jl,2,...
where ( I for j=O

Using an asymptotic expansion of the Laplace transform we found

the asymptotic behavior of the range as

m(t) - -[ t 11 3 /2b-ir 0 t -/ b ___

mRt _ I V/7 - Tt-T a-72 ( I2
R va 4 2 3 /a aT1/2))

so that in particular a large-t value is

m (t)

We did an exact calculation of ERt for 0 < t < 10 in the

case a = b = 1 and found that the Hurst phenomenon was evident in

the approximate range 0 < t < 2 . If a, b are chosen so that

b = a , the asymptotic behavior is not changed. In this case, choosing

a to be small extends the Hurst behavior to longer periods of time,

while at the same time it increases the correlation between increments.

i-~
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In order to explain the Hurst phenomenon with this model for Hurst's

longest series of about 2000 years requires a correlation between

adjacent yearly increments of .99865, which is unrealistically high.

For the shorter time period of 20 years, the required correlation drops

to a more acceptable value of .87720.

Chapter V

In this chapter we introduced the principles of invariance

developed by Chandrasekhar and Bellman in physical models to the study

of storage models. The relevance of this chapter is in the power of

these techniques to provide direct solutions to first passage problems

in a simplified manner over classical techniques.

(i) Semi-Infinite Topless Dam

General Case

We derived Laplace transform equations for the distribution

of the first return to zero, given an exit rate wi >0 and return rate

Vj < 0.

Two-State Case

In this case the first return time to zero corresponds to the

wet period. We solved the general system of Laplace transform equations

explicitly to obtain the Laplace transform of the wet period, T , as

s: =2(2p)- [A + (A2 - 4xpp112)]

where A = s(.2 1-P 11) + pu2 P1

from which we obtained

Si if m < 0

P[T<] =_ : 2- if m = 0

By differentiating *s , we obtained (for m < 0).
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ET= 112-U I

1 1 1
i -')ET - (3Po2 -Awl )E2

Var T : m(p+x)

where m is the drift, i.e., m = EXt  for Xt  stationary.

We then used a renewal argument to obtain the limiting probability

of emptiness, Pe as

m (form <0)Pe 112

Symmetric Case

In the symmetric case we were able to invert the Laplace

transform to obtain the density of the wet period as

fT(x) = T F(., 3, -2ax)

where F is again the confluent hypergeometric function.

(ii) Semi-Infinite Bottomless Dam

In this case we derived the Laplace transform of the time

between overflows as

Os =j(2x)-1 [A - (A2+ U 1)1/2

where A s i 1.2 S1 + -

The density of the time between overflows is the same as the density of

the wet period for the topless dam.

We derived the limiting probability of overflow, Pf , as

Pf = m/Pi

.. ...I..... ii i
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(iii) Conditions for Recurrence

We derived necessary and sufficient conditions for recurrence

of the Ct process as follows:

Topless Dam.: Ct  is recurrent iff m = EXt < 0 It is positive

recurrent if m < 0 and null recurrent if m = 0

Bottomless Dam: Ct  is recurrent iff m > 0. It is positive

r recurrent if m > 0 and null recurrent if m = 0

(iv) Finite Dam

General Case

We derived an initial-value differential equation for the

Laplace transform of the wet period.

Two-State Case

We derived explicitly the Laplace transform of the wet period

for a dam of height a as

ela 62a
e1e + C82e

O(a,s) =
Pz2 ee + Ce

where
(X+S)O1-pjj 2  A

C- -1-
(A+s)e2-p)J2 " A

el,2 = A + [A
2+pXU- 1 P2

" 1 and

-1 -

As2 1 (P+p+>I (A+s)A 2

and we obtained the moment of T as
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ET = (W2+) ] ' 2 + XIJ2( X)e

and the limiting probability of overflow as

Pe = X(p-\) (X+p)(pe X)

Chapter VI

In this chapter we established weak convergenceio D[O,) of

the unrestricted contents process Ct  on two states. The basic results

which we obtained involved weak convergence to Brownian motion of the

process of C(nt) We established that for the zero drift case,

C(n-) w(--.) on D[o,-A, where

IT

PiP2 +X2 2
PI+

6=-p( +p)

and W(.) represents Wiener measure.

Using this we were able to conclude that the asymptotic distribu-

tion of the range has density

fR tr) = 8 k -~- k ( k

7.3 Recomendations for Further Study

One possible line of further research would be the extension of

the results derived for the two-state case to three or more states.

This would require a clever choice of a generator matrix which would

give sufficient generality and yet have enough structure to make the

calculations manageable. One possibility which we would recommend for

further analyses is the generator matrix

ll J. 

.
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Q p(lT'- I) , > 0

which has the property that i is the stationary distribution and th,

autocorrelation function is

iPS
Corr[XtXt+s] = e

Another possible line of research is the extension of the technique

of invariance to obtain further results in storage theory. These

techniques have been highly developed in the physical fields. What we

have presented here is but the briefest introduction to their use in

storage theory. Undoubtedly many other results must be obtainable

through sufficiently clever applications of these principles.

I I I I I I n I I I .. ... 
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